Intel® Xeon™ Processor MP
at 1.40 GHz, 1.50 GHz and 1.60 GHz

Product Features

= Available at 1.40, 1.50 and 1.60GHz

= 4-way and greater multi-processing server
support

= Binary compatible with applications
running on Intel 1A-32 architecture
processors

= Hyper-Threading Technology enabling
multi-threading server software to execute
threadsin parallel on each processor

= 400 MHz system bus
—Bandwidth up to 3.2 Gbytes/sec

= Rapid Execution Engine: Arithmetic Logic
Units (ALUSs) run at twice the processor
core frequency

= Enables system support of up to 64 GB of
physical memory

= Advance Dynamic Execution
—Very deep out-of-order execution
— Enhanced branch prediction

= Level 1 Execution Trace Cache stores 12 K

micro-ops and removes decoder latency
from main execution loops

—Includes 8 KB Level 1 data cache
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Intel® NetBurst™ micro-architecture

256 KB Advanced Transfer Cache (on-die,
full speed Level 2 (L2) cache) with 8-way
associativity and Error Correcting Code
(ECC)

512 KB or 1 MB of Integrated Level 3
Cache (on-die, full speed Level 3 Cache)
with Error Correcting Code (ECC) provides
faster accessto large server instruction and
data sets

144 new Streaming SIMD Extensions 2
(SSE2) instructions

Enhanced floating point and multimedia
unit for enhanced video, audio, encryption,
and 3D performance

Power Management capabilities

— System Management mode
—Multiple low-power states

Advanced System Management Features
—Processor Information ROM (PIROM)
— System Management Bus (SMBus)
—OEM Scratch EEPROM

— Machine Check Architecture (MCA)

The Intel® Xeon™ processor MP is designed for high-performance enterprise and e-Business
server applications. Based on the Intel® NetBurst™ micro-architecture, it is binary compatible
with previous Intel 1A-32 Architecture processors and introduces Hyper-Threading technology
to multi-processing server platforms. The Intel Xeon processor MP is scalable to four of more
processors in a multiprocessor system providing exceptional performance for enterprise server
applications running on advanced operating systems such as Windows 2000 Server*, Linux*,
Netware* and UNIX*. The Intel Xeon processor MP extends the power of the Intel® Pentium®
11l Xeon™ processor with new features designed to make this processor the right choice for
powerful enterprise server, and mission-critical applications. Advanced features simplify system
management and meet the needs of arobust IT environment, resulting in maximized system up
time, convenient system management, and optimal configuration.
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Intel® Xeon™ Processor MP

I ntroduction

Datasheet

The Intel® Xeon™ processor MP is based on the Intel® NetBurst™ microarchitecture that
operates at significantly higher clock speeds and delivers performance levels that are significantly
higher than previous generations of 1A-32 processors. While based on the new Intel NetBurst
micro-architecture, it still maintains the tradition of compatibility with 1A-32 software. The Intel
Xeon processor MP also introduces a groundbreaking new feature to multi-processing servers
called Hyper-Threading technology that enables each processor in the system to process multiple
software threads simultaneously enabling higher performance level on multi-threaded server
software.

The Intel NetBurst microarchitecture features include much higher clock speeds, a Rapid
Execution Engine, a 400 MHz system bus, and a new Integrated Three-Level Cache architecture.
The Intel NetBurst microarchitecture doubles the pipeline depth from previous generation
processors, alowing the processor to reach much higher core frequencies. The Rapid Execution
Engine allows the two integer ALUs in the processor to run at twice the core frequency, which
allowsinteger instructions to execute in one half the processor’s clock cycle. The 400 MHz system
busis a quad-pumped bus running off a 100 MHz system bus clock making 3.2 GB per second data
transfer rates possible. The Integrated Three-Level cache architecture is designed for and balanced
with the Intel NetBurst microarchitecture to provide fast access to large instruction and data sets
commonly found in large enterprise server applications. This cache architecture includes a unique
Level 1Execution Trace Cache that stores 12K decoded micro-op instructions, which remove the
decoder from the main execution path, aLevel 2 Advanced Transfer Cache of 256K B operating at
full processor speed and an Integrated Level 3 Cache of IMB or 512K B providing fast, on-chip
access to large server data sets.

Another key feature of the Intel Xeon processor MP that is an industry first for general purpose
multi-processing, is Intel’s Hyper-Threading Technology. This technology allows the Intel Xeon
processor MP to appear astwo logical processorsto the operating system and applications alowing
each physical processor to support two software threads simultaneously without increasing the
processor’s execution resources. Theresult isincreased utilization of those resources for improved
performance on multi-threaded server software. Hyper-Threading technology compliments multi-
processing by providing greater headroom for multi-threaded server software.

The Intel NetBurst microarchitecture has also improved some of the features introduced in
previous generations, including Advanced Dynamic Execution, enhanced floating point and multi-
media unit, and Streaming SIMD Extensions 2 (SSE2). Advanced Dynamic Execution improves
speculative execution and branch prediction internal to the processor. The floating point and multi-
media units have been improved by making the registers 128 hits wide and adding a separate
register for data movement. Finally, SSE2 adds 144 new instructions for double-precision floating
point, SIMD integer, and memory management.

Intel Xeon processor MP isintended for high performance multi-processing enterprise server
systems with up to four processors on one bus which can then be connected in clustersto provide 8,
16, 32-way and greater configurations. The Intel Xeon processor MP will be available at speeds of
1.40, 1.50 and 1.60GHz with options for 512 Kbyte or 1 Mbyte of integrated level-3 (L 3) cache.
These processors also include manageability features, such asan OEM EEPROM and Processor
Information ROM which are accessed through a System Management Bus (SMBus) interface and
contain information relevant to the particular processor and system in which it isinstaled. In
addition, enhancements have been made to the Machine Check Architecture.
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Intel® Xeon™ Processor MP

Table 1.

1.1

111

12

intal.

Intel® Xeon™ Processor MP Features

® -
Processor s L2TAr(;\r12fnec;‘ed Inlfzg\;/relat;d Manageability | Intel® NetBurst™ In—;ﬁre:d%ﬁer
Per Bus Features Micro-Architecture 9
Cache Cache Technology
® ™
e Xeon D1 1-4 256 KB S12K8 or Yes Yes Yes

Asaresult of integrating the caches into the processor silicon, areturn to PGA (Pin-Grid Array)
style processor packaging is possible. The Intel Xeon processor MP is packaged in a 603-pin
micro-PGA package and utilizes a surface mount ZIF socket with 603 pins. New heatsinks,
heatsink retention mechanisms and sockets are required (versus previous processorsin the

Intel® Pentium® 111 Xeon™ processor family). Heatsinks and retention mechanisms have been
designed with manufacturability as a high priority. Hence, mechanical assembly can be completed
from the top of the motherboard.

The processors use a new scalable system bus protocol, referred to as the “ system bus” in this
document. The processor system bus utilizes a split-transaction, deferred reply protocol similar to
that of the P6 processor family system bus, but is not compatible with the P6 processor family
system bus. The system bus uses Source-Synchronous Transfer (SST) for address and data transfer
to improve performance. Whereas the P6 processor family transfers data once per bus clock, the
Intel Xeon processor transfers data four times per bus clock (4X datatransfer rate). Along with the
4X data bus, the address bus delivers addresses two times per bus clock and is referredto asa
‘double-clocked’ or 2X address bus. In addition, the Reguest Phase completesin one clock cycle.
Working together, the 4X data bus and 2X address bus provide a data bus bandwidth of up to 3.2
Gbytes/second (3200 Mbytes/sec). Finally, the system bus also introduces transactions that are
used to deliver interrupts.

Signals on the system bus use Assisted GTL+ (AGTL+) level voltages which are fully described in
the appropriate platform design guide (refer to Section 1.2).

Terminology

A ‘# symbol after asignal name refersto an active low signal, indicating asignal isin the asserted
state when driven to alow level. For example, when RESET# is low, areset has been requested.

Conversely, when NMI is high, a nonmaskable interrupt has occurred. In the case of signalswhere
the name does not imply an active state but describes part of a binary sequence (such as address or
data), the ‘# symbol implies that the signal isinverted. For example, D[3:0] = ‘HLHL' refersto a
hex ‘A’, and D[3:0]#=‘LHLH’ also referstoahex ‘A’ (H= High logic level, L= Low logic level).

“System bus’ refersto the interface between the processor, system core logic (a.k.a. the chipset
components), and other bus agents. The system busis a multiprocessing interface to processors,

memory, and 1/O. For this document, “system bus’ is used as the generic term for the Intel Xeon
processor scalable system bus.

Processor Packaging Ter minology

Commonly used terms are explained here for clarification:
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Intel® Xeon™ Processor MP

603-pin socket —The connector which mates the processor to the motherboard. The 603-pin
socket is a surface mount technology (SMT), zero insertion force (ZIF) socket utilizing solder
ball attachment to the platform. See the 603 Pin Socket Design Guidelinesfor details regarding
this socket.

FC-BGA (Flip Chip Ball Grid Array) Package —Microprocessor package using “flip chip”
design, where the processor is attached to the substrate face-down, within aball grid array
package. This package is then mounted onto an interposer to interface with the platform.

Intel® Xeon™ processor M P —The entire product including processor coreinits OLGA or
FC-BGA package, integrated heat spreader (IHS), and interposer. For this document, the terms
“Intel Xeon processor MP” or “the processor” Intel Xeon processor MP.

Integrated Heat Spreader (IHS) —The surface used to attach a heatsink or other thermal
solution to the Intel Xeon processor MP. See Section 4.0 for specific details.

I nterposer —The structure on which the processor core package and I/O pins are mounted.
OEM —Original Equipment Manufacturer.

OLGA (Organic Land Grid Array) Package —Microprocessor package using “flip chip”
design, where the processor is attached to the substrate face-down for better signal integrity,
more efficient heat removal and lower inductance, within an organic land grid array package.

Processor core —The processor’s execution engine. All AC timing and signal integrity
specifications are to the pads of the processor core.

Processor Information ROM (PIR)—A memory device located on the processor and
accessible via the System Management Bus (SMBus) which contains information regarding
the processor’s features. This device is shared with scratch EEPROM, is programmed during
manufacturing and is write-protected. See Section 7.4 for details on the PIR.

Retention mechanism —The support pieces that are mounted through the motherboard and to
the chassis wall to provide added support and retention for processor heatsinks.

Scratch EEPROM (Electrically Erasable, Programmable Read-Only Memory)—A
memory device located on the processor and addressabl e via the SMBus which can be used by
the OEM to store information useful for system management. See Section 7.4 for details on
the Scratch EEPROM.

SM Bus—System Management Bus. A two-wire interface through which simple system and
power management rel ated devices can communicate with the rest of the system. It is based on
the principals of the operation of the 12C two-wire serial bus from Philli ps Semiconductor*.

13



Intel® Xeon™ Processor MP

1.2

1.3

14

INtal.

References
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NOTES:
1. Thiscollateral isavailable publicly at http://devel oper.intel.com/design/Xeon/

Sate of Data

The data contained within this document is subject to change. It isthe best information that Intel is

able to provide by the publication date of this document.
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Electrical Specifications

2.1

Note:

2.2

2.3

Datasheet

System Busand GTLREF

Most processor system bus signals use Assisted Gunning Transceiver Logi c+ (AGT L+) s gnal ling
technology. This S|gnall|ng technology provides improved noise margms and reduced ringing
through low voltage swings and controlled edge rates. Unllke the Intel Pentium® 111 Xeon™
processor family, the termination voltage level for the Intel® Xeon™ processor MP AGTL +
signalsis Vq, the operating voltage of the processor core. P6 family processors utilize a fixed
1.5V termination voltage known as V1 . The use of aterml nation voltage that is determined by the
processor core allows better voltage scaling on the Intel® NetBurst™ micro-architecture system
bus. Because of the speed improvements to data and address busses, signal integrity and platform
design methods become more critical than with previous processor families. Design guidelines for
the processor system bus are detailed in the appropriate platform design guidelines (refer to Section
1.2).

The AGTL+ inputs require areference voltage (GTLREF) which is used by the receiversto
determine if asignal isalogical 0 or alogical 1. GTLREF must be generated on the system board
(See Table 12 for GTLREF specifications). Termination resistors are provided on the processor
silicon and are terminated to its core voltage (Vc). The on-die termination resistors are a
selectable feature and can be enabled or disabled viathe ODTEN pin. For end bus agents, on-die
termination can be enabled to control reflections on the transmission line. For middle bus agents,
on-die termination must be disabled. Intel chipsets will aso provide on-die termination, thus
eliminating the need to terminate the bus on the system board for most AGTL+ signals.

Some AGTL+ signals do not include on-die termination and must be terminated on the system
board. See Table 4 for details regarding these signals.

The AGTL+ bus depends on incident wave switching. Therefore timing calculations for AGTL+
signals are based on flight time as opposed to capacitive deratings. Anal og s ignal simulation of the
system bus, including trace lengths, is highly recommended when designing a system. The Intel®
Xeon™ Processor Sgnal Integrity Models, are available at http://devel oper.intel.com

Power and Ground Pins

For clean on-chip power distribution, Intel Xeon processor MP have 155 V . (power) and 155 Vg
(ground) inputs. All power pins must be connected to V <, while al V ¢ pins must be connected to
the system ground plane. The processor V ¢ pins must be supplied the voltage determined by the
VID (Voltage ID) pins.

Decoupling Guidelines

Dueto its large number of transistors and high internal clock speeds, the processor is capable of
generating large instantaneous current swings between low and full power states. This may cause
voltages on power planes to sag below their minimum values if bulk decoupling is not adequate.
Larger bulk storage (Cgy ), such as electrolytic capacitors, supply current during longer lasting
changes in current demand by the component, such as coming out of an idle condition. Similarly,
they act as a storage well for current when entering an idle condition from arunning condition.
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Care must be taken in the board design to ensure that the voltage provided to the processor remains
within the specificationslisted in Table 6. Failure to do so can result in timing violations or reduced
lifetime of the component. For further information and guidelines, refer to the appropriate platform
design guidelines.

V ¢ Decoupling

Regulator solutions need to provide bulk capacitance with alow Effective Series Resistance (ESR)
and maintain alow interconnect resistance from the regulator (or voltage regulator pins) to the 603-
pin socket. Bulk decoupling may be provided on the voltage regulation module (VRM) to meet the
needs of large current swings. The power delivery path must be capable of delivering enough
current while maintaining the required tolerances (defined in Table 6). For further information
regarding power delivery, decoupling, and layout guidelines, refer to the appropriate platform
design guidelines.

System Bus AGTL + Decoupling

The processor integrates a portion of the required high frequency decoupling capacitance on the
processor package. However, additional high frequency capacitance must be added to the system
board to properly decouple the return currents from the system bus. Bulk decoupling must also be
provided by the system board for proper AGTL+ bus operation. Decoupling guidelines are
described in the appropriate platform design guidelines.

System Bus Clock (BCLK[1:0]) and Processor Clocking

BCLK]1:0] directly controls the system bus interface speed as well as the core frequency of the
processor. Asin previous generation processors, the Intel Xeon processor MP core frequency isa
multiple of the BCLK][1:0] frequency. The processor bus ratio multiplier will have a maximum
ratio set during manufacturing. Platforms will use the ratio-setting pins, asin previous generation
Pentium 111 Xeon processors, to configure the processor to run at its maximum ratio, or lower. This
featureis provided to ensure that multiprocessing systems, which typically are not fully populated
with processors at time of purchase, may be upgraded at alater date and have all processors run at
the same core frequency.

Clock multiplying within the processor is provided by the internal PLL, which requires a constant
frequency BCLK]1:0] input with exceptions for spread spectrum clocking. Processor DC and AC
specifications for the BCLK[1:0] inputs are provided in Table 7 and Table 13, respectively. These
specifications must be met while also meeting signal integrity requirements as outlined in Chapter
3.0. Unlike previous processors, Intel Xeon processors utilize differential clocks. Details regarding
BCLK][1:0] driver specifications are provided in the CK0OO0 Clock Synthesizer/Driver Design
Guidelines document.

The BCLK[1:0] inputs directly control the operating speed of the system bus interface. The
processor core frequency must be configured during Reset by using the A20M#, IGNNE#,
LINT[1]/NMI, and LINT[O}/INTR pins (see Table 2). The value on these pins during Reset
determines the multiplier that the Phase Lock Loop (PLL) will use for the internal core clock.
Production units of the processor are limited to their maximum bus-to-core ratio and only the
maximum or lower ratios are supported. If aratio higher than the maximum is chosen, the
processor will default to the maximum ratio. The maximum ratio for each processor is equal to the
core frequency divided by the bus frequency marked on the processor.
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Phase Lock Loop (PLL) Power and Filter

Veep @nd Vg op . @€ power sources required by the PLL clock generators on the processor
silicon. Since these PLL s are analog in nature, they require quiet power supplies for minimum
jitter. Jitter is detrimental to the system: it degrades external 1/0 timings as well asinternal core
timings (i.e. maximum frequency). To prevent this degradation, these supplies must be low pass
filtered from V. A typical filter topology is shown in Figure 1.

The AC low-pass requirements, with input at V - and output measured across the capacitor (C, or
CoinFigurel), isasfollows:

® .<0.2dB ganin passband

¢ .<0.5dB attenuation in pass band < 1 Hz (see DC drop in next set of requirements)
* .> 34 dB attenuation from 1 MHz to 66 MHz

* . > 28 dB attenuation from 66 MHz to core frequency

The filter requirements areillustrated in Figure 2. For recommendations on implementing the filter
refer to the appropriate platform design guidelines.

Typical Veciopr, Veca and Vggy Power Distribution

VCC L

1 R [V“] VCCA

PLL

Processor
VSSA Core

R T VCCIOPLL
L

17



Intel® Xeon™ Processor MP

Figure 2. Phase Lock Loop (PLL) Filter Requirements
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0.2dB ¢
0odB 0\
__/
-05dB @
forbidden
zone
-28dB
forbidden
zone
-34dB
DC 1Hz fpeak 1MHz 66 MHz fcore
<+“——> .
passband high frequency

band

NOTES:
1. Diagram not to scale.
2. No specifications for frequencies beyond f.,. (core frequency).
3. fpeak, if existent, should be less than 0.05 MHz.

System Busto Core Frequency Ratios

The frequency multipliers supported are shown in Table 2. Other combinations will not be
validated nor supported by Intel. For a given processor, only the ratios which result in acore

frequency equal to or less than the frequency marked on the processor are supported.
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Core Frequency to System Bus Multiplier Configuration

M u'&?gi?é?q’i;ﬂfus’ CoreFrequency L INNl\-I;l[Il]/ A20M# | IGNNE# | & II H-IT-[FS]/ Notes?
1/8 800 MHz H H H H
1/9 900 MHz H H H L
1/23 2.30 GHz H H H L
110 1.00 GHz H H L H
1/11 1.10 GHz H H L L
1/12 1.20 GHz H L H H
1/13 1.30 GHz H L H L
1/14 1.40 GHz H L L H
1/15 1.50 GHz H L L L
1/16 1.60 GHz L H H H
1/17 1.70 GHz L H H L
1/18 1.80 GHz L H L H
1/19 1.90 GHz L H L L
1/20 2.00 GHz L L H H
121 2.10 GHz L L H L
1/22 2.20 GHz L L L H
1/24 2.40 GHz L L L L

NOTES:
1. These multipliers are supported on C stepping processors.
2. Refer to the Intel® Xeon™ Processor MP Soecification Update for processor stepping details.

Mixing Processor s

Mixing processors operating at different internal clock frequenciesis not supported and has not
been validated by Intel. Not all operating systems can support multiple processors with mixed
frequencies. Intel does not support or validate operation of processors with different cache sizes.
Intel only supports and validates multi-processor configurations where all processors operate with
the same system bus, core frequencies, VID settings, and have the same internal cache sizes.
Mixing processors of different steppings but the same model (as per CPUID instruction) is
supported. Details on CPUID are provided in the 1A32 Architecture Software Developer’s Manual
and the Intel Processor |dentification and the CPUID Instruction application note.

Voltage | dentification

The VID specification for Intel Xeon processor MP is different from that of previous generations
and is supported by the VRM 9.1 DC-DC Convertor Design Guidelines. The voltage set by the VID
pins is the maximum voltage allowed by the processor. A minimum voltageis provided in Table 6
and changes with frequency. Thisallows processors running at a higher frequency to have arelaxed
minimum voltage specification. The specifications have been set such that one voltage regul ator
can work with all supported frequencies.

The processor uses five voltage identification pins, VID[4:0], to support automatic selection of

power supply voltages. Table 3 specifiesthe voltage level corresponding to the state of VID[4:0]. A
‘1’ inthistable refersto ahigh voltageand a‘ 0’ refersto low voltage level. The definition
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voltage that is requested, it must disable itself.

Table3. Voltage Identification Definition

intal.

provided in Table 3 is not related in any way to previous processors or voltage regulators. If the
processor socket isempty (VID[4:0] = 11111), or the voltage regulation circuit cannot supply the

Processor Pins

VID4

VID3

VID2

VID1

VIDO

VCCfMAX (V)

[Eny

VRM output off

1.100

1.125

1.150

1.175

1.200

1.225

1.250

1.275

1.300

1.325

1.350

1.375

1.400

1.425

1.450

1.475

1.500

1.525

1.550

1575

1.600

1.625

1.650

1.675

1.700

1.725

1.750

1.775

1.800

1.825

o|lo|o|o|o|o|o|o|o|o|o|o|o|o|o|o|r|r|r|r|r|r|lr|lrlr|r|rlkrRr| LR~

Oo|Oo|O|OC|O0O|OC|O|O|FR|IFP|IFP|IFP|IFP|IFPIP|IPOIOC|IO|OC|OC|IO|OC|O|FR|FRP[FRP|IFRPIFRP|FR|FP|F

O|O|O0O|O|(FR|FP|IFP|IFP|IO|IO|OC|IO|FP|FPIFP|IFPIO|OC|OC|O|FRP|IFRP|FP|IFPI OC|IO(OC|OC|[FR|RFR|FP|F

o|o|r|rRr|O|O|RP|[RP|O|O|RP|RP|O|O|FR|FP|O|O|RP|[RP|O|O|RP|FRP|O|O|FR|RP|OC|O| K

O|rR|O|FRP|O|FRP|IO|FP|O|(FRP|O|FRP|O|FRP|IO|FP|O|FRP|O|FP|O[FRP|O|FRP|O|FRP|[O|FP|O|FR|O|F

1.850

Mixing Processor s of Different Voltages

Mixing processors operating at different VID settings (voltages) is not supported and will not be

validated by Intel.
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Reserved Or Unused Pins

All Reserved pins must remain unconnected. Connection of these pinsto V¢, Vs, Or to any other
signal (including each other) can result in component malfunction or incompatibility with future
Intel Xeon processor MP. See Chapter 5.0 for a pin listing of the processor and the location of all
Reserved pins.

For reliable operation, always connect unused inputs or bidirectional signalsto an appropriate
signal level. In asystem level design, on-die termination is provided by the processor to allow end
agents to be terminated within the processor silicon. In this context, end agent refersto the bus
agent that resides on either end of the daisy-chained system bus interface while amiddle agent is
any bus agent in between the two end agents. For end agents, most unused AGTL + inputs should be
left as no connects, as AGTL+ termination is provided on the processor silicon. However, see Table
4 for detailson AGTL+ signals that do not include on-die termination. For middle agents, the on-
die termination must be disabled, so the platform must ensure that unused AGTL+ input signals
which do not connect to end agents are connected to V . viaapull-up resistor. Unused active high
inputs, should be connected through aresistor to ground (V sg). Unused outputs may be left
unconnected, however this may interfere with some TAP functions, complicate debug probing, and
prevent boundary scan testing. A resistor must be used when tying bidirectional signalsto power or
ground. When tying any signal to power or ground, aresistor will also allow for system testability.
For unused AGTL+ input or 1/O signals, use pull-up resistors of the same value as the on-die
termination resistors (Ry). See Table 12.

TAP, Asynchronous GTL+ inputs, and Asynchronous GTL+ outputs do not include on-die
termination. Inputs and utilized outputs must be terminated on the system board. Unused outputs
may be terminated on the system board or left unconnected. Note that leaving unused outputs
unterminated may interfere with some TAP functions, complicate debug probing, and prevent
boundary scan testing. Signal termination recommendations for these signal typesis discussed in
the platform design guidelines and the ITP700 Debug Port Design Guide (see Section 1.2).

For each processor, all TESTHI[6:0] pins must be connected to V - via a pull-up resistor of
between 1 kQ and 10 kQ value. TESTHI[3:0] and TESTHI[6:5] may al be tied together at each
processor and pulled up to V- withasingle 1 kQ - 4.7kQ resistor if desired. However, utilization
of boundary scan test will not be functional if these pins are connected together. TESTHI4 must
always be pulled up independently from the other TESTHI pins. The TESTHI pins must not be
connected between system bus agents.

System Bus Signal Groups

In order to simplify the following discussion, the system bus signals have been combined into
groups by buffer type. AGTL+ input signals have differential input buffers, which use GTLREF as
areference level. In this document, the term “AGTL+ Input” refersto the AGTL+ input group as
well asthe AGTL+ I/O group when receiving. Similarly, “AGTL+ Output” refersto the AGTL+
output group as well as the AGTL+ /O group when driving.

With the implementation of a source synchronous data bus comes the need to specify two sets of
timing parameters. One set isfor common clock signals whose timings are specified with respect to
rising edge of BCLKO (ADS#, HIT#, HITM#, etc.) and the second set is for the source
synchronous signals which are relative to their respective strobe lines (data and address) as well as
rising edge of BCLKO. Asynchronous signals are still present (A20M#, IGNNE#, etc.) and can
become active at any time during the clock cycle. Table 4 identifies which signals are common
clock, source synchronous and asynchronous.
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Table4. System Bus Signal Groups

Signal Group Type Signals 1
] BPRI#, BR[3:1]#2, DEFER#, RESET#2, RS[2:0]#,
AGTL+ Common Clock Input Synchronous to BCLK[1:0] RSP#. TRDY #
ADSH, AP[1:0]#, BINIT#', BNR#’, BPM[5:0]#2,
AGTL+ Common Clock 1/0 Synchronous to BCLK[1:0] BRO#, DBSY #, DP[3:0]#, DRDY#, HIT#',

HITM#', LOCK#, MCERR#’

AGTL+ Source Synchronous I/0

Synchronous to assoc. strobe

Signals Associated Strobe
REQ[4:01#,A[16:3]#° | ADSTBO#
A[35:17]#° ADSTB1#

D[15:0]#, DBIO# DSTBPO#, DSTBNO#

D[31:16]#, DBI1# DSTBP1#, DSTBN1#

D[47:32]#, DBI2# DSTBP2#, DSTBN2#

D[63:48]#, DBI3# DSTBP3#, DSTBN3#

AGTL+ Strobes

Synchronous to BCLK[1:0]

ADSTB[1:0]#, DSTBP[3:0]#, DSTBN[3:0]#

A20M#, IGNNE#, INIT#5, LINTO/INTRS,

Asynchronous GTL+ Input 3 Asynchronous LINTL/NMI®, PWRGOOD, SMI#2, SLP#,
STPCLK#

Asynchronous GTL+ Output 4 Asynchronous FERR#, IERR#, THERM TRIP#, PROCHOT#

System Bus Clock Clock BCLK1, BCLKO

TAP Input 8 Synchronous to TCK TCK, TDI, TMS, TRST#

TAP Output 3 Synchronous to TCK TDO

SMBuUs Interface 8

Synchronousto SM_CLK

SM_EP_A[2:0], SM_TS A[1:0], SM_DAT,
SM_CLK, SM_ALERT#, SM_WP

Power/Other

Power/Other

COMP[1:0], GTLREF, OTDEN, Reserved,
SKTOCCH#, TESTHI[6:0],VID[4:0], Ve,
SM_VCC, Vceas Vssar Veaior: Vss

VSSSENSE

VCCSENSE!

NOTES:

1. Refer to Section 5.2 for signal descriptions.

2. These AGTL+ signals are not terminated by the processor. Refer to the ITP700 Debug Port Design Guide and the
platform design guidelines for termination recommendations. They must be terminated at the end agents by the platform.

3. These signal groups are not terminated by the processor. Refer to Section 2.6, the ITP700 Debug Port Design Guide,
and the platform design guidelines for termination recommendations.

4. Thissignal group is not terminated by the processor. Refer to Section 2.6 and the platform design guidelines for

termination recommendations.

5. The value on these pins during the active-to-inactive edge of RESET# determines the multiplier that the Phase Lock
Loop (PLL) will usefor the internal core clock.
6. The value of these pins during the active-to-inactive edge of RESET# determine processor configuration options. See

Section 7.1 for details.

7. These signals may be driven simultaneously by multiple agents (wired-OR).
8. These signals are not terminated by the processor’s on-die termination. However, some signalsin this group include
termination on the processor interposer. See Section 7.4 for details.
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Asynchronous GTL+ Signals

The Intel Xeon processor MP does not utilize CMOS voltage levels on any signals that connect to
the processor. As aresult, legacy input signals such as A20M#, IGNNE#, INIT#, LINTO/INTR,
LINTLY/NMI, PWRGOQOD, SMI#, SLP#, and STPCLK# utilize GTL+ input buffers. Legacy output
FERR# and other non-AGTL+ signals |ERR#, THERMTRIP# and PROCHOT# utilize GTL+
output buffers. All of these asynchronous GTL + signals follow the same DC requirements as
AGTL+ signals, however the outputs are not driven high (during the electrical low-to-high
transition) by the processor (the magjor difference between GTL+ and AGTL+). Asynchronous
GTL+ signalsdo not have setup or hold time specificationsin relation to BCLK[1:0]. However, al
of the asynchronous GTL+ signals are required to be asserted for at least two BCLKsin order for
the processor to recognize them. See Table 10 and Table 16 for the DC and AC specifications for
the asynchronous GTL+ signal group. See Section 7.2 for additional timing regquirements for
entering and leaving low power states.

Test Access Port (TAP) Connection

Due to the voltage level s supported by other componentsin the Test Access Port (TAP) logic, itis
recommended that the Intel X eon processor MP be first in the TAP chain and followed by any other
components within the system. A translation buffer should be used to connect to the rest of the
chain unless one of the other components is capable of accepting an input of the appropriate
voltage. Similar considerations must be made for TCK, TMS, and TRST#. Two copies of each
signal may be required with each driving a different voltage level. Refer to Chapter 9.0 for more
detailed information. See Table 9 and Table 18 for the DC and AC specificationsfor the TAP signal
group.

Maximum Ratings

Table 5 lists the processor’s maximum environmental stress ratings. Functional operation at the
absolute maximum and minimum is neither implied nor guaranteed. The processor should not
receive a clock while subjected to these conditions. Functional operating parameters arelisted in
the AC and DC tables. Extended exposure to the maximum ratings may affect device reliability.
Furthermore, although the processor contains protective circuitry to resist damage from electro-
static discharge, one should always take precautions to avoid high static voltages or electric fields.

Processor Absolute Maximum Ratings

Symbol Parameter Min Max Unit Notes

Tsrorace Processor storage temperature —40 85 °C 1
Any processor supply voltage with

Vee r 110 Vs -05 21 \ 2
AGTL+ buffer DC input voltage with

VinacrLs r t10 Vg -0.3 21 \Y
Async GTL+ buffer DC input voltage

Vinri+ with respect to Vg 03 21 v
SMBus buffer DC input voltage with

VinSMBus respect to VSS -0.3 6.0 \Y

lvip Max VID pin current 5 mA
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NOTE:
1. Please contact Intel for storage requirementsin excess of one year.
2. Thisrating appliesto any pin of the processor.

Processor DC Specifications

The processor DC specificationsin this section are defined at the processor core (pads) unless
noted otherwise. See Section 5.1 for the Intel Xeon processor pin listings and Section 5.2 for the
signal definitions. The voltage and current specifications for all versions of the processor are
detailed in Table 6. The DC specifications for the AGTL+ signals are listed in Table 8.

The system bus clock signal group and the SMBus interface signal group are detailed in Table 7
and Table 11, respectively. Previously, legacy signals (CMOS) and Test Access Port (TAP) signals
to the processor used low-voltage CM OS buffer types. However, these interfaces now follow DC
specifications similar to GTL+. The DC specifications for the TAP signal group are listed in Table
9 and the asynchronous GTL +Table 10.

Table 6 through Table 11 list the DC specifications for the processor and are valid only while

meeting specifications for case temperature (T 8 Specified in Chapter 6.0), clock frequency,
and input voltages. Care should be taken to read all notes associated with each parameter.

Datasheet



Intel® Xeon™ Processor MP

Table6. Voltageand Current Specifications

Symbol Parameter CoreFreg Min Typ Max Unit Notes !
. 1.4 GHz 1.550 1.70 vV 234
V ¢ for processor core
Ve with IMB L3 cache 1.5GHz 1.545 1.70 vV 234
1.6 GHz 1.540 1.70 vV 234
. 14 GHz 1.550 170 vV 234
V ¢ for processor core
Vce With 512K B L3 cache 15GHz 1.545 1.70 vV 234
1.6 GHz 1.540 1.70 vV 234
V ¢ of processor at 05* (Ve max +
VCC_MID max. lcc All freq VCC_M—IN) \Y
Ve smBus | SMBussupply voltage | All freq. 3.135 3.30 3.465 \%
. 1.4 GHz 47 A 4,5
Icc for processor core
lec with IMB L3cache | ~2CH? 50 | A 145
1.6 GHz 53 A |45
. 14 GHz 47 A |45
Icc for processor core
lec with 512KB L3 Cache | 12 CHZ %0 A4S
1.6 GHz 53 A |45
lcc for SMBuUs power
ICC_SMBUS SJppIy All freq 3.0 225 mA
lcc pLL lcc for PLL power pins | All freq 30 mA |8
Icc erLrer | lcc for GTLREF pins All freq 15 MA |9
Icc Stop-Grant/S|
snt & P P Allfreg 13 A |6
lsLp 1M/512KB L3
| 'cc TCC active All fr 1B | A |7
Tee IM/512KB L3 e
NOTES:
1. Unless otherwise noted, all specifications in this table apply to all processors. These specifications are based on fina

2.

3.

~No o

characterized data.

A variable voltage source should exist on systems in the event that a different voltage is required. See Section 2.5 and
Table 3 for more information.

The voltage specification requirements are measured across vias on the platform for the Ve sense and Vss sense PiNs
close to the socket with a 100 MHz bandwidth oscilloscope, 1.5 pF maximum probe capacitance, and 1 MQ minimum
impedance. The maximum length of ground wire on the probe should be less than 5 mm. Ensure external noise from the
system is not coupled in the scope probe.

. The processor should not be subjected to any static V¢ and | cc combination wherein V o exceeds

Vee mip +0.200 * (1-lcc/lcc max) [V]. Moreover, V¢ should never exceed Ve max (VID). Failure to adhere to
this specification can shorten the processor lifetime. -

. Maximum current is defined at Ve mip-
. The current specified is also for AUtoHALT State.
. Theinstantaneous current the processor will draw while the thermal control circuit is active asindicated by the assertion

of PROCHOT#.

. This specification applies to the PLL power pins VCCA and VCCIOPLL. See Section 2.4.1 for details. This parameter

is based on design characterization and is not tested.

. This specification applies to each GTLREF pin.

Table7. System BusDifferential BCLK Specifications (Page 1 of 2)

Datasheet

Symbol Parameter Min Typ Max Unit | Figure Notes !

Vi Input Low Voltage 0 \% 5
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Table7. System Bus Differential BCLK Specifications (Page 2 of 2)

Symboal Parameter Min Typ Max Unit | Figure | Notes 1
Vu Input High Voltage 0.660 0.710 Ve - 0.300 \% 5 7
Vcross | Crossing Voltage | 0.45* (Vy-V)) | 05* (Vy-V)) | 0.55*(Vy-V) | V 5 |27
Vov Overshoot N/A N/A 0.300 Y 5 |3
Vus Undershoot N/A N/A 0.300 v 5 |4
VRreM Ringback Margin 0.200 N/A N/A \% 5 5
V1H Threshold Region | Vcross - 0.100 Vcross + 0.100 \% 5 6

NOTES..

1. Unless otherwise noted, all specifications in this table apply to al processor frequencies and cache sizes.
2. Crossing Voltage is defined as absolute voltage where rising edge of BCLKO is equal to the falling edge of BCLK1. V

and V|_arethe voltages observed at the processor.

. Overshoot is defined as the absolute val ue of the maximum voltage allowed above the V, level.

3
4. Undershoot is defined as the absolute value of the maximum voltage allowed below the V gg level.
5

. Ringback Margin is defined as the absol ute voltage difference between the maximum Rising Edge Ringback and the
maximum Falling Edge Ringback.

6. Threshold Region is defined as a region centered about the crossing voltage in which the differential receiver switches.
It includes input threshold hysteresis.

7. The V referred to in these specifications refers to instantaneous V cc.

Datasheet



Table8. AGTL+ Signal Group DC Specifications

Intel® Xeon™ Processor MP

Symbol Par ameter Min Max Unit | Notes?
VL Input Low Voltage -0.150 GTLREF - 0.100 \% 2,6
Vi Input High Voltage GTLREF + 0.100 Vee \ 3,4,6
Vee* R /
\Y Output Low Voltage -0.150 CC~ TON_MAX \% 6
oL P & (Ron_max *0.50* Ryt wmin)
VoH Output High Voltage GTLREF + 0.100 Vee \Y 4,6
Vee!
I Output Low Current N/A cc mA |6
oL P (0.50* Rr1_min + Ron_min)
I Input Leakage Current N/A +100 MA
Lo Output Leakage Current N/A +100 pA
Ron Buffer On Resistance 5 1 Q 5
NOTES:

1. Unless otherwise noted, all specificationsin this table apply to all processor frequencies and cache sizes.

2.
3.
4.

V,_is defined as the maximum voltage level at areceiving agent that will be interpreted as alogical low value.
V4 is defined as the minimum voltage level at areceiving agent that will be interpreted as alogical high value.
V4 and Vo may experience excursions above V . However, input signal drivers must comply with the signal quality

specifications in Chapter 3.0.

(o)

Table9. TAP Signal Group DC Specifications

Datasheet

. Refer to Intel Xeon Processor Signal Integrity Modelsfor I/V characteristics.
. The V¢ referred to in these specifications refers to instantaneous V .

Symbol Parameter Min Max Unit thzm
Vivs TAP Input Hysteresis 200 300 mv 8
TAP Input Low to High
Vs Threr)hoId Voltageg 0.5* (Ve * Viys min) 0.5* (Ve *+ Viys Max) \Y 5
TAP Input High to Low
V1. Th,.egﬂ,dd g/oltage 05* (Ve - VHys max) 0.5* (Vec - VHys min) \Y 5
VoH Output High Voltage N/A Vee \% 3,5
loL Output Low Current 45 mA 6,7
I Input Leakage Current + 100 A
ILo Output Leakage Current + 100 HA
Ron Buffer On Resistance 6.25 13.25 Q 4
NOTES:
1. Unless otherwise noted, all specificationsin this table apply to all processor frequencies and cache sizes.
2. All outputs are open drain.
3. TAPsignal group must meet system signal quality specificationsin Chapter 3.0.
4. Refer to the Intel® Xeon™ Processor Signal Integrity Models for 1/V characteristics.
5. The V¢ referred to in these specifications refers to instantaneous V oc.
6. The maximum output current is based on maximum current handling capability of the buffer and is not specified into the

test load.
. VoL max Of 360 mV is guaranteed when driving into atest load as depicted in Figure 3.
. Vhys represents the amount of hysteresis, nominally centered about 0.5 * V¢, for al TAPinputs.

oo ~
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Table 10. Asynchronous GTL + Signal Groups DC Specifications
Symbol Par ameter Min Max Unit | Notes?!
n Input Low Voltage -0.150 GTLREF - (0.1* Vd/1.3) vV |5
. GTLREF +
Vi Input High Voltage (0.1* Voo/L3) Vee \ 4,5
VoL Output Low Voltage -0.150 0.400 \% 2
VoH Output High Voltage N/A Vee \% 3,4,5
loL Output Low Current 56 mA |6
I Input Leakage Current N/A +100 HA
ILo Output L eakage Current N/A + 100 MA
NOTES:

1. Unless otherwise noted, all specifications in this table apply to al processor frequencies and cache sizes.

2. Parameter will be measured at 56 mA (for use with system inputs).

3. All outputs are open-drain.

4. V,y and V gy may experience excursions above V c. However, input signal drivers must comply with the signal quality
specifications in Chapter 3.0.

5. The V referred to in these specifications refers to instantaneous V cc.

6. The maximum output current for asynchronous GTL + signals are not specified into the test load shown in Figure 3.

Table 11. SMBus Signal Group DC Specifications

212

28

Symbol Parameter Min M ax Unit Notes 123

VL Input Low Voltage -0.30 0.30* SM_Vc \

ViH Input High Voltage 0.70* SM_V ¢ 3.465 \

VoL Output Low Voltage 0 0.400 \%

loL Output Low Current N/A 3.0 mA

I Input L eakage Current N/A +10 pA

Lo Output Leakage Current N/A + 10 HA

Csms SMBus Pin Capacitance 15.0 pF 4

NOTES:

1. Unless otherwise noted, al specifications in this table apply to al processor frequencies and cache sizes.

2. These parameters are based on design characterization and are not tested.

3. All DC specifications for the SMBus signal group are measured at the processor pins.

4. Platform designers may need this va ue to calculate the maximum loading of the SMBus and to determine maximum
rise and fall times for SMBus signals.

AGTL + System Bus Specifications

Routing topologies are dependent on the number of processors supported and the chipset used in
the design. Please refer to the appropriate platform design guidelines. In most cases, termination
resistors are not required as these are integrated into the processor silicon, see Table 4 for details on
which AGTL+ signals do not include on-die termination.The termination resistors are enabled or
disabled through the ODTEN pin. To enable termination, this pin should be pulled up to V¢
through aresistor and to disable termination, this pin should be pulled down to V¢ through a
resistor. The processor's on-die termination must be enabled for the end agent only. Please refer to
Table 12 for termination resistor values.

Datasheet




Table 12.

2.13

Note:

Datasheet

Intel® Xeon™ Processor MP

Valid high and low levels are determined by the input buffers via comparing with a reference
voltage called GTLREF (known as V gee in previous documentation).

Table 12 lists the GTLREF specifications. The AGTL + reference voltage (GTLREF) should be
generated on the system board using high precision voltage divider circuits. It isimportant that the
system board impedance is held to the specified tolerance, and that the intrinsic trace capacitance
for the AGTL+ signal group tracesis known and well-controlled. For more details on platform
design see the appropriate platform design guidelines.

AGTL+ Bus Voltage Definitions

Symbol Parameter Min Typ Max Units Notes
GTLREF Bus Reference Voltage 213Vec-2% | 213Vee | 283V t+2% \ 2,36
Rt Termination Resistance 36 41 46 Q 4
COMP[1:.0] | COMP Resistance 42.77 432 43.63 Q 5

NOTES:

1. Unless otherwise noted, all specifications in this table apply to all processor frequencies.

2. Thetolerances for this specification have been stated generically to enable system designer to cal culate the minimum
values across the range of V.

3. GTLREF is generated from V¢ on the baseboard by a voltage divider of 1% resistors. Refer to the appropriate
platform design guidelines for implementation details.

4. Ryy isthe on-die termination resistance measured at Vo, of the AGTL+ output driver. Refer to the Intel Xeon Processor
Sgnal Integrity Models for 1/V characteristics.

5. COMP resistors are provided by the baseboard with 1% resistors. See the appropriate platform design guidelines for
implementation details.

6. The V ¢ referred to in these specifications refers to instantaneous V .

System Bus AC Specifications

The processor system bus timings specified in this section are defined at the processor core (pads).
See Chapter 5.0 for the Intel Xeon processor pin listing and signal definitions.

Table 13 through Table 19 list the AC specifications associated with the processor system bus.

All AGTL+ timings are referenced to GTLREF for both ‘0’ and ‘1’ logic levels unless otherwise
specified.

The timings specified in this section should be used in conjunction with the 1/0 buffer models
provided by Intel. These 1/0 buffer models, which include package information, are available for
the Intel Xeon processor MP in IBIS format. AGTL+ layout guidelines are also available in the
appropriate platform design guidelines.

Care should be taken to read all notes associated with a particular timing parameter.

29



Intel® Xeon™ Processor MP In

30

Table 13. System Bus Differential Clock Specifications

T# Parameter Min Nom M ax Unit Figure Notes

System Bus Frequency 100.0 MHz 2

T1: BCLK[1:0] Period 10.00 10.20 ns 5 3

T2: BCLK[1:0] Period Stability N/A 150 ps 4,5

T3: Tpy BCLK[1:0] Pulse High Time 3.94 5 6.12 ns 5

T4: Tp. BCLK[1:0] Pulse Low Time 3.94 5 6.12 ns 5

T5: BCLK[1:0] Rise Time 175 700 ps 5 6

T6: BCLK[1:0] Fall Time 175 700 ps 5 6
NOTES:

1. Unless otherwise noted, all specificationsin this table apply to all processor frequencies and cache sizes.

2.

The Intel Xeon processor MP core clock frequency is derived from BCLK. The bus clock to Intel Xeon processor MP
core clock ratio is determined during initialization as described in Section 2.4. Table 2 shows the supported ratios for the
Intel Xeon processor MP. Also refer to Chapter 10.0.

. The period specified here isthe average period. A given period may vary from this specification as governed by the

period stability specification (T2).

. For the clock jitter specification, refer to the CK0O Clock Synthesizer/Driver Design Guidelines.
. Inthis context, period stability is defined as the worst case timing difference between successive crossover voltages. In

other words, the largest absolute difference between adjacent clock periods must be less than the period stability.

. Slew rate is measured between the 35% and 65% points of the clock swing (V| and V).

Table 14. System Bus Common Clock AC Specifications

T# Parameter Min M ax Unit Figure | Notes23
T10: Common Clock Output Valid Delay 0.20 1.45 ns 6 4
T11: Common Clock Input Setup Time 0.65 N/A ns 6 5
T12: Common Clock Input Hold Time 0.40 N/A ns 6 5
T13: RESET# Pulse Width 1.00 10.00 ms 9 6,7,8
NOTES:
1. Unless otherwise noted, al specifications in this table apply to al processor frequencies and cache sizes.

2.
3.

4.

Not 100% tested. Specified by design characterization.

All common clock AC timings for AGTL+ signals are referenced to the Crossing Voltage (V cross) Of the BCLK[1:0] at
rising edge of BCLKO. All common clock AGTL+ signal timings are referenced at GTL REF &t the processor core.
Valid delay timings for these signals are specified into the test circuit described in Figure 3 and with GTLREF at

2/13 Ve 2%.

. Specification is for aminimum swing defined between AGTL+ V,;_yax t0 V,y . This assumes an edge rate of 0.4 V/

nsto 4.0 V/ns.

. RESET# can be asserted (active) asynchronously, but must be deasserted synchronously.
. This should be measured after V ¢ and BCLK[1:0] become stable.
. Maximum specification applies only while PWRGOOD is asserted.
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Table 15. System Bus Sour ce Synchronous AC Specifications

Datasheet

T# Parameter Min Max Unit Figure {\,lzc,)tfﬁ
'(I)'rfl())/:)Source Sync. Output Valid Delay (first data/address 0.20 130 ns 7.8 5
T21: Tygp Source Sync. Data Output Valid Before Data 0.85 ns 8 58
Strobe
T22: Tyap Source Sync. Data Output Valid After Data 0.85 ns 8 58
Strobe
T23: Tyga Source Sync. Address Output Valid Before 188 ns 7 58
Address Strobe
T24: Tyaa Source Sync. Address Output Valid After 188 ns 7 59
Address Strobe
T25: Tgyss Source Sync. Input Setup Time 0.21 ns 7,8 6
T26: Tyss Source Sync. Input Hold Time 0.21 ns 7,8 6
T27: Tgycc Source Sync. Input Setup Time to BCLK 0.65 ns 7,8 7
T28: Teass First Address Strobe to Second Address U2 BCLKS 7 10, 14
Strobe
T29: Tepss: First Data Strobe to Subsequent Strobes n/4 BCLKs 8 11,12, 14
T30: Data Strobe ‘n’ (DSTBN#) Output Valid Delay 8.80 10.20 ns 8 13
T31: Address Strobe Output Valid Delay 2.27 4.23 ns 7
NOTE:

1. Unless otherwise noted, all specifications in this table apply to all processor frequencies and cache sizes.

2. Not 100% tested. Specified by design characterization.

3. All source synchronous AC timings are referenced to their associated strobe at GTL REF. Source synchronous data
signals are referenced to the falling edge of their associated data strobe. Source synchronous address signals are
referenced to the rising and falling edge of their associated address strobe. All source synchronous AGTL+ signal
timings are referenced at GTL REF at the processor core.

4. Unless otherwise noted, these specifications apply to both data and address timings.

5. Vaid delay timings for these signal's are specified into the test circuit described in Figure 3 and with GTLREF at
2/13V o+ 2%.

6. Specification isfor aminimum swing defined between AGTL+ V,_yax t0 Vi win. This assumes an edge rate of 0.3 V/ns
to 4.0V/ns.

7. All source synchronous signals must meet the specified setup time to BCLK aswell as the setup time to each respective
strobe.

8. This specification represents the minimum time the data or address will be valid before its strobe. Refer to the
appropriate platform design guidelines for more information on the definitions and use of these specifications.

9. This specification represents the minimum time the data or address will be valid after its strobe. Refer to the appropriate
platform design guidelines for more information on the definitions and use of these specifications.

10. Therising edge of ADSTB# must come approximately 1/2 BCLK period (5 ns) after the falling edge of ADSTB#.

11. For thistiming parameter, n = 1, 2, and 3 for the second, third, and last data strobes respectively.

12. The second data strobe (falling edge of DSTBn#) must come approximately 1/4 BCLK period (2.5 ns) after the first
falling edge of DSTBp#. The third data strobe (falling edge of DSTBp#) must come approximately 2/4 BCLK period (5
ns) after the first falling edge of DSTBp#. The last data strobe (falling edge of DSTBn#) must come approximately 3/4
BCLK period (7.5 ns) &fter the first falling edge of DSTBp#.

13. This specification applies only to DSTBN[3:0]# and is measured to the second falling edge of the strobe.

14.This specification reflects atypical value, not a minimum or maximum.
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Table 16. Asynchronous GTL+ AC Specifications

INtal.

T# Parameter Min Max Unit Figure 1’?‘?3%
T35: Async GTL+ input pulse width, except
PWRGOOD 2 N/A BCLKs

T36: PWRGOOD to RESET# de-assertion time 1 10 ms 10

T37: PWRGOOD inactive pulse width 10 N/A BCLKs 10 5

T38: PROCHOT# pulse width 500 us 12 6

T39: THERMTRIP# to power down sequence 0 0.5 Sec 13

NOTES:

1. Unless otherwise noted, al specifications in this table apply to al processor frequencies and cache sizes.

2. All AC timings for the Asynchronous GTL + signals are referenced to the BCLKO rising edge at Crossing Voltage

(Vcross)- All Asynchronous GTL+ signal timings are referenced at GTLREF.

3. These signals may be driven asynchronously.

4. Refer to Section 7.2 for additional timing requirements for entering and leaving low power states.
5. Refer to the PWRGOOD signal definition in Section 5.2 for more detail information on behavior of the signal.
6. Length of assertion for PROCHOT# does not equal internal clock modulation time. Timeis allocated after the assertion

of PROCHOT# for the processor to complete current instruction execution.

Table 17. System Bus AC Specifications (Reset Conditions)

T# Parameter Min M ax Unit Figure Notes
T45: Reset Configuration Signals (A[31:3]#, BR[3:0]#,
INIT# SMI#) Setup Time 4 BCLKs ° L
T46: Reset Configuration Signals (A[31:3]#, BR[3:0]#,
INIT#, SMI#, A20M#, IGNNE#, LINT[1:0]) 2 20 BCLKs 9,10 2
Hold Time
T47: Reset Configuration Signals (A20M#, IGNNE#, 1 ms 9 1
LINT[1:Q]) Setup Time
T48: Reset Configuration Signals (A20M#, IGNNE#,
LINT[L0]) Delay Time 5 BCLKs 9o |3
NOTES:
1. Before the de-assertion of RESET#
2. After the clock that de-asserts RESET#.
3. After the assertion of RESET#.
Table 18. TAP Signal Group AC Specifications (Page 1 of 2)
T# Parameter Min Max Unit Figure | Notes:239
T55: TCK Period 60.0 ns 4
T56: TCK Rise Time 95 ns 4 4
T57: TCK Fal Time 9.5 ns 4 4
T58: TMS, TDI Rise Time 85 ns 4 4
T59: TMS, TDI Fall Time 85 ns 4 4
T61: TDI, TMS Setup Time 0 ns 11 58
T62: TDI, TMS Hold Time 3.0 ns 11 58
32 Datasheet
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Table 18. TAP Signal Group AC Specifications (Page 2 of 2)

T# Parameter Min Max Unit Figure | Notesl239
T63: TDO Clock to Output Delay 05 35 ns 11 6
T64: TRST# Assert Time 2 Trck 12 7
NOTES:
1. Unless otherwise noted, all specificationsin this table apply to all processor frequencies and cache sizes.
2. Not 100% tested. Specified by design characterization.
3. All AC timings for the TAP signals are referenced to the TCK signal at GTL REF at the processor pins. All TAP signal

©oo~NOU N

timings (TMS, TDI, etc) are referenced at GTLREF at the processor pins.

. Rise and fall times are measured from the 20% to 80% points of the signal swing.

. Referenced to the rising edge of TCK.

. Referenced to the falling edge of TCK.

. TRST# must be held asserted for 2 TCK periods to be guarantee that it is recognized by the processor.

. Specification for aminimum swing defined between TAP V1. to V.. This assumes aminimum edge rate of 0.5V/ns.
. It isrecommended that TM S be asserted while TRST# is being deasserted.

Table 19. SMBus Signal Group AC Specifications

T# Parameter Min Max Unit Figure | Notes23

T70: SM_CLK Fregquency 10 100 KHz

T71: SM_CLK Period 10 100 us

T72: SM_CLK High Time 4.0 N/A us 14

T73: SM_CLK Low Time 4.7 N/A us 14

T74: SMBus Rise Time 0.02 1.0 us 14 5
T75: SMBusFall Time 0.02 0.3 us 14 5
T76: SMBus Output Valid Delay 0.1 45 us 15

T77: SMBus Input Setup Time 250 N/A ns 14

T78: SMBus Input Hold Time 300 N/A ns 14

T79: Bus Free Time 4.7 N/A us 14 4,6
T80: Hold Time after Repeated Start Condition 4.0 N/A us 14

T81: Repeated Start Condition Setup Time 4.7 N/A us 14

T82: Stop Condition Setup Time 4.0 N/A us 14

NOTES:

1. Unless otherwise noted, all specificationsin this table apply to all processor frequencies and cache sizes.

Datasheet

. These parameters are based on design characterization and are not tested.
. All AC timings for the SMBus signals are referenced at Vi max Or V_min ad measured at the processor pins. Refer

to Figure 14.

. Minimum time allowed between request cycles.
. Risetimeis measured from (V| max - 0.15V) to (Vq min + 0.15V). Fall time is measured from (0.9 * SM_VCC) to

(VL max - 0.15V). DC parameters are specified in Table 11.

. Following a write transaction, an internal write cycle time of 10ms must be allowed before starting the next transaction.
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2.14 Processor AC Timing Wavefor ms
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The following figures are used in conjunction with the AC timing tables, Table 13 through Table
19.

Note: For Figure 4 through Figure 12, the following apply:

1. All common clock AC timings for AGTL+ signals are referenced to the Crossing Voltage
(Vcrosg) Of the BCLK[1:0] at rising edge of BCLKO. All common clock AGTL+ signa
timings are referenced at GTLREF at the processor core (pads).

2. All source synchronous AC timings for AGTL+ signals are referenced to their associated
strobe (address or data) at GTLREF. Source synchronous data signals are referenced to the
falling edge of their associated data strobe. Source synchronous address signals are referenced
to therising and falling edge of their associated address strobe. All source synchronous
AGTL+ signal timings are referenced at GTLREF at the processor core (pads).

3. All ACtimingsfor AGTL+ strobe signals are referenced to BCLK[1:0] & V cross: All AGTL+
strobe signal timings are referenced at GTLREF at the processor core (pads).

4. All ACtimingsfor the TAP signals are referenced to the TCK signal at 0.5* V¢ at the
processor pins. All TAP signal timings (TMS, TDI, etc) arereferenced at 0.5 * V¢ at the
processor core (pads).

5. All ACtimingsfor the SMBussignals are referenced tothe SM_CLK signal at 0.5* SM_VCC
at the processor pins. All SMBus signal timings (SM_DAT, SM_ALERT#, etc) are referenced
at Vy_max Or Vi @ the processor pins.

Figure 3. Electrical Test Circuit

cc

600 mils, 42 ohms, 169 ps/in

T == 1.2pF

— AC Timings specified
at this point =

Rload =50o0hms
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Figure4. TCK Clock Waveform

CLK

T, =T56, T58 (Rise Time)

T, =T57,T59 (Fall Time)
T, =T55 (Period)
V1, V2: For rise and fall times, TCK is measured between 20% and 80% points.

V3: TCK is referenced to 0.5 * Vcc.

Figure5. Differential Clock Waveform
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Rising Edge
Ringback

___ Crossing Crossing Ringback
Voltage Voltage Margin
Falling Edge
SRR S i 2 Sl S Ringback,

Threshold
Region

VL

Undershoot

Tp

Tp = T1 (BCLK][1:0] period)

T2 = BCLK[1:0] Period stability (not shown)

Tph =T3 (BCLK[1:0] pulse high time)

Tpl = T4 (BCLK[1:0] pulse low time)

T5 = BCLK][1:0] rise time through the threshold region
T6 = BCLK[1:0] fall time through the threshold region
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Figure 6. System Bus Common Clock Valid Delay Timing Waveform

T0 T1 T2
BCLK1
BCLKO >< X
PEEEEN TP
Common Clock 7 - -
Signal (@ driver) valid >< valid
| TQ Tr |

Common Clock lid
Signal (@ receiver) val

T, = T10: Common Clock Output Valid Delay
Tq = T11: Common Clock Input Setup
Tg = T12: Common Clock Input Hold Time

Figure7. System Bus Source Synchronous 2X (Address) Timing Waveform

T1 T2
25ns 50ns 7.5ns

BCLK1
BCLKO

ADSTB# (@ driver)

A# (@ driver) Z
—
ADSTB# (@ receiver) /
TK
A# (@ receiver) valid valid >@Z
———
TN TM
T, = T23: Source Sync. Address Output Valid Before Address Strobe
T, = T24: Source Sync. Address Output Valid After Address Strobe
T, = T27: Source Sync. Input Setup to BCLK
T,, = T26: Source Sync. Input Hold Time
T, = T25: Source Sync. Input Setup Time
T, = T28: First Address Strobe to Second Address Strobe
T4 = T20: Source Sync. Output Valid Delay
T, = T31: Address Strobe Output Valid Delay
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Figure 8. System Bus Source Synchronous4X (Data) Timing Waveform
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: Source Sync. Data Output Valid Delay Before Data Strobe

: Source Sync. Data Output Valid Delay After Data Strobe

: Source Sync. Setup Time to BCLK

: Source Sync. Data Strobe 'N' (DSTBN#) Output Valid Delay
: Source Sync. Input Setup Time
: Source Sync. Input Hold Time
: First Data Strobe to Subsequent Strobes
T20: Source Sync. Data Output Valid Delay
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Figure 9. System Bus Reset and Configuration Timing Waveform
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T, = T45 (Reset Configuration Signals Setup Time)
T, = T46 (Reset Configuration Signals Hold Time)

y

T, = T48 (Reset Configuration Signals Delay Time)

T, = T47 (Reset Configuration Signals Setup Time)

Figure 10. Power-On Reset and Configuration Timing Waveform
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Figure 11. TAP Valid Delay Timing Waveform

TCK

o TTTTT7)

Tx = T63 (Valid Time)

Ts = T61 (Setup Time)
Th = T62 (Hold Time)

V =0.5*Vce

e

Figure 12. Test Reset (TRST#), Async GTL+ Input, and PROCHOT# Timing Waveform

Vv \\

< Tq

T, = T64 (TRST# Pulse Width), V= 0.5 * Ve
T38 (PROCHOT# Pulse Width), V= GTLREF

Figure 13. THERM TRIP# Power Down Waveform
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THERMTRIP# 7777777777777/
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T39 < 0.5 seconds
Note: THERMTRIP# is undefined when RESET# is active
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Figure 14. SMBus Timing Waveform
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Figure 15. SMBus Valid Delay Timing Waveform
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System Bus Signal Quality Specifications

3.1

Table 20.

Datasheet

Source synchronous data transfer requires the clean reception of data signals and their associated
strobes. Ringing below receiver thresholds, non-monotonic signal edges, and excessive voltage
swing will adversely affect system timings. Ringback and signal hon-monoatinicity cannot be
tolerated since these phenomena may inadvertently advance receiver state machines. Excessive
signal swings (overshoot and undershoot) are detrimental to silicon gate oxide integrity, and can
cause device failure if absolute voltage limits are exceeded. Additionally, overshoot and
undershoot can cause timing degradation due to the build up of inter-symbol interference (1S)
effects.

For these reasons, it is crucial that the designer work towards a solution that provides acceptable
signal quality across all systematic variations encountered in volume manufacturing.

This section documents signal quality metrics used to derive topology and routing guidelines
through simulation and all specifications are specified at the processor core (pad measurements).
The overshoot/undershoot checker tool, packaged with the 1/0O buffer models, isto be utilized to
determine pass/fail signal quality conditions found through simulation analysis with the
Intel®Xeon™ Processor Signal Integrity Models (1BIS format). This tool takes into account the
specifications contained in this section.

Specifications for signal quality are for measurements at the processor core only and are only
observable through simulation. The sameistrue for all system bus AC timing specificationsin
Section 2.13. Therefore, proper simulation of the processor system bus is the only meansto verify
proper timing and signa quality metrics.

System Bus Clock (BCLK) Signal Quality Specifications
and Measurement Guidelines

Table 20 describes the signal quality specifications at the processor pads for the processor system
bus clock (BCLK) signals. Figure 16 describes the signal quality waveform for the system bus
clock at the processor pads.

BCLK Signal Quality Specifications

Parameter Min Max Unit Figure Notes?!
BCLK][1:0] Overshoot N/A 0.30 \Y, 16
BCLK[1:0] Undershoot N/A 0.30 \% 16
BCLK]1:0] Ringback Margin 0.20 N/A \% 16
BCLK[1:0] Threshold Region N/A 0.10 \% 16 2
NOTES:

1. Unless otherwise noted, all specifications in this table apply to all processor frequencies and cache sizes.

2. The rising and falling edge ringback voltage specified is the minimum (rising) or maximum (falling) absolute
voltage the BCLK signal can dip back to after passing the V, (rising) or V,_(falling) voltage limits. This
specification is an absolute value.
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Figure 16. BCLK[1:0] Signal Integrity Waveform
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3.2 System Bus Signal Quality Specifications and

Measurement Guidelines

3.2.1 Ringback Guidelines

42

Many scenarios have been simulated to generate a set of system bus layout guidelines which are

available in the appropriate platform design guidelines.

Table 21 provides the signal quality specifications for the AGTL+ and asynchronous GTL + signal

groups. Table 22 demonstrates the signal quality specifications for the TAP signal group.

specifications are for use in simulating signal quality at the processor core pads

These

Maximum allowable overshoot and undershoot specifications for a given duration of time are

detailed in Table 23 through Table 26. System bus ringback tolerance for AGTL+ and

asynchronous GTL+ signal groups are shown in Figure 17 (low-to-high transitions) and Figure 18

(high-to-low transitions).

The TAP signal group includes hysteresis on the input buffers and thus has relaxed ringback
reguirements when compared to the other buffer types. Figure 19 shows the system bus ringback
tolerance for low-to-high transitions and Figure 20 for high-to-low transitions. The hysteresis

values V., and V. can be found in Table 9 on page 27.

Table 21. Ringback Specifications for AGTL+ and Asynchronous GTL+ Signal Groups

Maximum Ringback Notes
Signal Group Transition (with Input Diodes Present) Unit Figure
AGTL+, Async GTL+ | Low - High GTLREF + 0.100 \ 17 1,2,3,45,6,7
AGTL+, Async GTL+ | High - Low GTLREF - 0.100 \Y 18 1,2,3,4,5,6,7
NOTES:

1. All signal integrity specifications are measured at the processor core (gads).

2. Unless otherwise noted, all specifications in this table apply to all Intel
and cache sizes.

3. Specifications are for the edge rate of 0.3 - 4.0 V/ns.

4. All values specified by design characterization.

Xeon™ processor MP frequencies
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5. Please see Section 3.2.3 for maximum allowable overshoot.
6. Ringback between GTLREF + 100 mV and GTLREF - 100 mV is not supported.

7. Intel recommends simulations not exceed a ringback value of GTLREF +/- 200 mV to allow margin for other
sources of system noise.

Figure 17. Low-to-High Receiver Ringback Tolerance for AGTL+ and Async GTL+ Signals

VCC
+100 mV
GTLREF
-100 mvV

Noise Margin

Vss

Y

Figure 18. High-to-Low Receiver Ringback Tolerance for AGTL+ and Async GTL+ Signals

VCC
+100 mV
GTLREF
-100 mvV

|
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>
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Table 22. Ringback Specifications for TAP Signal Group

Signal Group Transition (Witi\]ﬂ?r?ri)TtumOZigsggraggent) Units Figure Notes
TAP Low - High Vis(max) 10 Vi(max) \ 19 1,2,3,4,5
TAP High - Low Vi (min) 10 Vee(min) % 20 1,2,3,4,5
NOTES:

1. All signal integrity specifications are measured at the processor core (pads).

2. Unless otherwise noted, all specifications in this table apply to all Intel Xeon™ processor MP frequencies

and cache sizes.
3. Specifications are for the edge rate of 0.3 - 4.0 V/ns.
4. All values specified by design characterization.
5. Please see Section 3.2.3 for maximum allowable overshoot.

Figure 19. Low-to-High Receiver Ringback Tolerance for TAP Signals
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Figure 20. High-to-Low Receiver Ringback Tolerance for TAP Signals

3.2.2

3.2.3
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Overshoot/Undershoot Guidelines

Overshoot (or undershoot) is the absolute value of the maximum voltage above or below V. The
overshoot/undershoot specifications limit transitions beyond V - or V¢ due to the fast signal edge
rates. The processor can be damaged by repeated overshoot or undershoot events on any input,
output, or 1/0O buffer if the charge is large enough (i.e., if the over/undershoot is great enough).
Determining the impact of an overshoot/undershoot condition requires knowledge of the
magnitude, the pulse direction, and the activity factor (AF). Permanent damage to the processor is
the likely result of excessive overshoot/undershoot.

When performing simulations to determine impact of overshoot and undershoot, ESD diodes must
be properly characterized. ESD protection diodes do not act as voltage clamps and will not provide
overshoot or undershoot protection. ESD diodes modelled within Intel 1/0O buffer models do not
clamp undershoot or overshoot and will yield correct simulation results. If other 1/0 buffer models
are being used to characterize the processor system bus, care must be taken to ensure that ESD
models do not clamp extreme voltage levels. Intel 1/O buffer models also contain 1/O capacitance
characterization. Therefore, removing the ESD diodes from an signal integrity model will impact
results and may yield excessive overshoot/undershoot.

Overshoot/Undershoot Magnitude

Magnitude describes the maximum potential difference between asignal and its voltage reference
level. For the Intel Xeon processor MP, both are referenced to V. It isimportant to note that
overshoot and undershoot conditions are separate and their impact must be determined

independently.
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3.2.5

3.2.6
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Overshoot/undershoot magnitude levels must observe the absolute maximum specifications listed
in Table 23 through Table 26. These specifications must not be violated at any time regardl ess of
bus activity or system state. Within these specifications are threshold |evels that define different
allowed pulse duration. Provided that the magnitude of the overshoot/undershoot is within the
absolute maximum specifications (2.3V for overshoot and -0.65V for undershoot), the pulse
magnitude, duration and activity factor must all be used to determine if the overshoot/undershoot
pulse is within specifications.

Overshoot/Undershoot Pulse Duration

Pulse duration describes the total time an overshoot/undershoot event exceeds the overshoot/
undershoot reference voltage (Vo). Thetotal time could encompass several oscillations above the
reference voltage. Multiple overshoot/undershoot pulses within a single overshoot/undershoot
event may need to be measured to determine the total pulse duration.

Note 1: Oscillations below the reference voltage can not be subtracted from the total overshoot/
undershoot pulse duration.

Activity Factor

Activity Factor (AF) describes the frequency of overshoot (or undershoot) occurrencerelative to a
clock. Since the highest frequency of assertion of any common clock signal is every other clock, an
AF = 1 indicates that the specific overshoot (or undershoot) waveform occurs every other clock
cycle. Thus, an AF = 0.01 indicates that the specific overshoot (or undershoot) waveform occurs
onetimein every 200 clock cycles.

For source synchronous signals (address, data, and associated strobes), the activity factor isin
reference to the strobe edge. The highest frequency of assertion of any source synchronoussignal is
every active edge of its associated strobe. So, an AF = 1 indictees that the specific overshoot (or
undershoot) waveform occurs every strobe cycle.

The specifications provided in Table 23 through Table 26 show the maximum pulse duration
allowed for agiven overshoot/undershoot magnitude at a specific activity factor. Each tableentry is
independent of all others, meaning that the pulse duration reflects the existence of overshoot/
undershoot events of that magnitude ONLY. A platform with an overshoot/undershoot that just
meets the pulse duration for a specific magnitude where the AF < 1, means that there can be no
other overshoot/undershoot events, even of lesser magnitude (note that if AF = 1, then the event
occurs at all times and no other events can occur).

Note 1: Activity factor for common clock AGTL+ signalsis referenced to BCLK[1:0] frequency.
Note 2: Activity factor for source synchronous (2X) signalsis referenced to ADSTB[1:0]#.

Note 3: Activity factor for source synchronous (4X) signalsis referenced to DSTBP[3:0]# and
DSTBN[3:0]#.

Reading Overshoot/Undershoot Specification Tables

The overshoot/undershoot specification for the processor is not a simple single value. Instead,
many factors are needed to determine what the over/undershoot specification is. In addition to the
magnitude of the overshoot, the following parameters must also be known: the width of the
overshoot and the activity factor (AF). To determine the allowed overshoot for a particular
overshoot event, the following must be done:

Datasheet
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1. Determine the signal group that particular signal fallsinto. For AGTL+ signals operating in
the 4X source synchronous domain, use Table 23. For AGTL+ signals operating in the 2X
source synchronous domain, use Table 24. If the signal isan AGTL+ signal operating in the
common clock domain, use Table 25. Finaly, all other signalsreside in the 33 MHz domain
(asynchronous GTL+, TAP, etc.) and are referenced in Table 26.

2. Determine the magnitude of the overshoot or the undershoot (relative to V).
3. Determine the activity factor (how often does this overshoot occur?).

4. Next, from the appropriate specification table, determine the maximum pulse duration (in
nanoseconds) allowed.

5. Compare the specified maximum pulse duration to the signal being measured. If the pulse
duration measured is less than the pulse duration shown in the table, then the signal meets the
specifications.

Undershoot events must be analyzed separately from overshoot events as they are mutually
exclusive.

Determining if a System Meets the Overshoot/Undershoot
Specifications

The overshoot/undershoot specifications listed in the following tables specify the allowable
overshoot/undershoot for a single overshoot/undershoot event. However most systems will have
multiple overshoot and/or undershoot events that each have their own set of parameters (duration,
AF and magnitude). While each overshoot on its own may meet the overshoot specification, when
you add the total impact of all overshoot events, the system may fail. A guideline to ensure a
system passes the overshoot and undershoot specificationsis shown below. Results from
simulation may also be evaluated by utilizing the Intel® Xeon™ Processor Overshoot Checker
Tool through the use of time-voltage datafiles.

1. Ensure no signal ever exceedsVc or -0.25V OR

2. If only one overshoot/undershoot event magnitude occurs, ensure it meets the over/undershoot
specificationsin the following tables OR

3. If multiple overshoots and/or multiple undershoots occur, measure the worst case pulse
duration for each magnitude and compare the results against the AF = 1 specifications. If all of
these worst case overshoot or undershoot events meet the specifications (measured time <
specifications) in the table (where AF=1), then the system passes.

The following notes apply to Table 23 through Table 26.

NOTES:

1. Absolute Maximum Overshoot magnitude of 2.3V must never be exceeded.

2. Absolute Maximum Overshoot is measured referenced to V<, Pulse Duration of overshoot is
measured relativeto V.

3. Absolute Maximum Undershoot and Pulse Duration of undershoot is measured relative to V.

4. Ringback below V¢ cannot be subtracted from overshoots/undershoots.

5. Lesser undershoot does not allocate overshoot with longer duration or greater magnitude.

6. OEM's are strongly encouraged to follow Intel layout guidelines.

7. All values specified by design characterization.
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Table 23. Source Synchronous (400 MHz) AGTL+ Signal Group Overshoot/Undershoot

Tolerance
Absolute Absolute
(l;/lvaéisrrrl]%?t U'\:g)éirrgﬁg;t DuraPtLiltlane(ns) DuraPtLiltlane(ns) DuraPtLijtlane(ns) Notes 123
) V) AF =1 AF=0.1 AF =0.01
2.30 -0.65 0.07 0.65 5.00
2.25 -0.60 0.12 1.22 5.00
2.20 -0.55 0.23 2.25 5.00
2.15 -0.50 0.42 4.15 5.00
2.10 -0.45 0.74 5.00 5.00
2.05 -0.40 1.38 5.00 5.00
2.00 -0.35 2.50 5.00 5.00
1.95 -0.30 4.50 5.00 5.00
1.90 -0.25 5.00 5.00 5.00
1.85 -0.20 5.00 5.00 5.00
1.80 -0.15 5.00 5.00 5.00
1.75 -0.10 5.00 5.00 5.00
NOTES:

1. These specifications are measured at the processor pad.
2. Assumes a BCLK period of 10 ns.
3. AF is referenced to associated source synchronous strobes.

Table 24. Source Synchronous (200 MHz) AGTL+ Signal Group Overshoot/Undershoot

Tolerance
Absolute Absolute
Cl\)/lvagisrrr:lé?t Uhrqg)éirnsq#&t Dur;)tlijtljie(ns) Durgtlijtljie(ns) Durgtlijtljie(ns) Notes .23
) V) AF=1 AF=0.1 AF =0.01
2.30 -0.65 0.13 1.30 10.0
2.25 -0.60 0.24 2.44 10.0
2.20 -0.55 0.45 4.50 10.0
2.15 -0.50 0.83 8.30 10.0
2.10 -0.45 1.48 10.0 10.0
2.05 -0.40 2.76 10.0 10.0
2.00 -0.35 5.00 10.0 10.0
1.95 -0.30 5.00 10.0 10.0
1.90 -0.25 10.0 10.0 10.0
1.85 -0.20 10.0 10.0 10.0
1.80 -0.15 10.0 10.0 10.0
1.75 -0.10 10.0 10.0 10.0
NOTES:

1. These specifications are measured at the processor pad.
2. Assumes a BCLK period of 10 ns.
3. AF is referenced to associated source synchronous strobes.
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Table 25. Common Clock (100 MHz) AGTL+ Signal Group Overshoot/Undershoot Tolerance

Table 26. Asynchronous GTL+ and TAP Signal Groups Overshoot/Undershoot Tolerance

Datasheet

Abs_olute Abs_olute Pulse Pulse Pulse

gva;rlgpllérgt U'\rl]lg):g#&t Duration (ns) | Duration (ns) | Duration (ns) | Notes 123
) V) AF=1 AF=0.1 AF =0.01
2.30 -0.65 0.26 2.60 20.0
2.25 -0.60 0.49 4.88 20.0
2.20 -0.55 0.90 9.00 20.0
2.15 -0.50 1.66 16.60 20.0
2.10 -0.45 2.96 20.0 20.0
2.05 -0.40 5.52 20.0 20.0
2.00 -0.35 10.0 20.0 20.0
1.95 -0.30 18.0 20.0 20.0
1.90 -0.25 20.0 20.0 20.0
1.85 -0.20 20.0 20.0 20.0
1.80 -0.15 20.0 20.0 20.0
1.75 -0.10 20.0 20.0 20.0

NOTES:

1. These specifications are measured at the processor pad.
2. BCLK period is 10 ns.
3. AF is referenced to BCLK[1:0].

Absolute Absolute

gﬂva;riglérgt U'\r/llg):rgﬁ g:) ¢ Du raPtliJcl)Tle(ns) Du raPtliJcl)sne(n s) | Du raPtliJcl)sne(n s) Notes 12
) V) AF=1 AF=0.1 AF =0.01
2.30 -0.65 0.78 7.80 60.0
2.25 -0.60 1.46 14.64 60.0
2.20 -0.55 2.70 27.0 60.0
2.15 -0.50 4.98 49.8 60.0
2.10 -0.45 8.88 60.0 60.0
2.05 -0.40 16.56 60.0 60.0
2.00 -0.35 30.0 60.0 60.0
1.95 -0.30 54.0 60.0 60.0
1.90 -0.25 60.0 60.0 60.0
1.85 -0.20 60.0 60.0 60.0
1.80 -0.15 60.0 60.0 60.0
1.75 -0.10 60.0 60.0 60.0

NOTES:

1. These specifications are measured at the processor pad.
2. These signals are assumed in a 33 MHz time domain.

49



Intel® Xeon™ Processor MP

50

Figure 21.

Maximum Acceptable Overshoot/Undershoot Waveform
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4.0 Mechanical Specifications

The Intel® Xeon™ processor MP uses Pin Grid Array (PGA) package technology. Components of
the package include the integrated heat spreader (IHS), an organic land grid array (OL GA) package
or flip chip ball grid array (FC-BGA) package containing the processor die and a pinned FR4
interposer. Mechanical specificationsfor the processor are given in this section. See Section 1.1 for
terminology listing. Figure 22 provides a basic processor assembly drawing to better understand
the components which make up the entire processor. In addition to the package components, the
Intel Xeon also includes several passive components, an EEPROM, and athermal sensor.

The processor utilizes a surface mount 603 pin zero-insertion force (ZIF) socket for installation
into the system board. See the 603 Pin Socket Design Guidelines for further details on the socket.
Note: For Figure 22 through Figure 32, the following notes apply:
1. Unless otherwise specified, the following drawings are dimensioned in millimeters.
2. All dimensions are not tested, but guaranteed by design characterization.

3. Figures and drawings labelled as “ Reference Dimensions’ are provided for informational
purposes only. Reference Dimensions are extracted from the mechanical design database and
are nominal dimensions with no tolerance information applied. Reference Dimensions are
NOT checked as part of the processor manufacturing process. Unless noted as such,
dimensions in parentheses without tolerances are Reference Dimensions.

4. Drawings are not to scale.
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Figure 22. Processor Assembly Drawing (Including Socket)

Note: Thisdrawing is not to scale and isfor reference only. The assembly applies to the Intel Xeon
processor M P package. The 603-pin socket is supplied as areference only.

1. Integrated Heat Spreader (IHS)

Thermal Interface Material (TIM) between processor die and IHS

Processor die

Flip Chip interconnect

OLGA (Organic Land Grid Array) package or FC-BGA (Flip Chip Ball Grid Array) package
OL GA package or FC-BGA package solder joints

Processor interposer

603-pin socket

603-pin socket solder joints

© © N o g M w D
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4.1 Processor M echanical Specifications

Figure 23. MP Processor Top View Component Placement Detail
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Table 27. Dimensions for the M P Processor Package

Symbol Millimeters Notes
Min Nominal Max

A 53.190 53.340 53.490

B 42.400 42.500 42.600

C 38.400 38.500 38.600

D 1.365 2.000 2.635

E 5.268 5.420 5.572

F 1.458 1.610 1.762

G 4,530 5.030 5.530

H 18.821 19.050 19.279

J 13.741 13.970 14.199

K 1.270 Nominal
L 17.831 18.085 18.339

M 14.503 14.630 14.757

N 19.101 19.355 19.609

oP 1.700 2.000 2.300 | Diameter

Figure 23 details the keep-in zone for components mounted to the top side of the processor
interposer. The components include the EEPROM, thermal sensor, resistors and capacitors.

Figure 25. MP Processor Top View - Component Height Keep-in
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Figure 26 details the keep in specification for pin-side components. The processor may contain pin
side capacitors mounted to the processor package. The capacitors will be exposed within the
opening of the interposer cavity. This keep-in specification applies to both packages.

Figure 26. Processor Cross Section View - Pin Side Component Keep-in

IHS

Interposer
.270mm

.I.I.I.II.I.II.II.

Component
Keepin

13.411mm

Component Keepin
Socket must allow clearance
for pin shoulders and mate

flush with this surface

Figure 27. Processor Pin Detail

2.032£0076

I

+0.05
j <0305 5955

|

LQﬁ 0.762>

J [=—0.202

Note:
1. Pin plating consists of 0.2 micrometers Au over 2.0 micrometer Ni.

2. 0.254 Diametric true position, pin to pin.
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Figure 28 detailsthe flatness and tilt specificationsfor the IHS of the Intel X eon processor MP. Tilt
is measured with the reference datum set to the bottom of the processor interposer.

Figure 28. MP Processor IHS Flatness and Tilt Drawing
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Table 28.
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Package L oad Specifications

Table 28 provides dynamic and static |oad specifications for the processor IHS. These mechanical
load limits should not be exceeded during heat sink assembly, mechanical stresstesting, or
standard drop and shipping conditions. The heat sink attach solutions must not induce continuous
stress onto the processor with the exception of a uniform load to maintain the heat sink-to-
processor thermal interface. It is not recommended to use any portion of the processor interposer as
amechanical reference or load bearing surface for thermal solutions.

Package Dynamic and Static L oad Specifications

Parameter Max Unit Notes

Static 25 1bf 1,23

Dynamic 100 1bf 1,34
NOTES:

1. This specification applies to a uniform compressive load.

2. This is the maximum static force that can be applied by the heatsink and clip to maintain the heatsink and
processor interface.

3. These parameters are based on design characterization and not tested.

4. Dynamic loading specifications are defined assuming a maximum duration of 11ms.
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Table 29.
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Table 30.

4.6
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Processor |nsertion Specifications

The processor can be inserted and removed 30 times from a 603-pin socket meeting the 603-Pin
Socket Design Guidelines document. Note that this specification is based on design
characterization and is not tested.

Processor M ass Specifications

Table 29 specifies the processors mass. Thisincludes all components which make up the entire
processor product.

Processor Mass

Processor Mass (grams)
Intel® Xeon™ processor MP with 1 MByte L3 cache 3751
Intel® Xeon™ processor MP with 512 KByte L3 cache 3751

Processor M aterials

The processor is assembled from several components. The basic material properties are described
in Table 30.

Processor Material Properties

Component Material Notes
Integrated Heat Spreader Nickel plated copper
OLGA package, FC-BGA package BT Resin
Interposer FR4
Interposer pins Gold over nickel

Processor Markings

The following section details the processor top-side and bottom-side laser markings for
engineering samples and production units. It is provided to aid in the identification of the
processor.
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Figure 29.

Processor Top-Side Markings

Intel® Confidential
i(m) ©02

L

2D Matrix

Dynamic Laser

/ Mark Area

or

0032

D0096109

ATPO Mark
(8 characters)

Serial Number Mark
(4 digits)

Figure 30. Processor Bottom-Side M arkings
. ™ Processor MP
Prod(SSPEC) Mark Description
Group A Line 1 {Intel Brand}
Group A Line 2 I(m©'02 Legal mark
Group B Line 1 XXXKXXXX ATPO mark
Group B Line 2 YYYY Serial number mark
Group CLine1 | 1600MP/1IML3/400/1.7V | Product Code*
Group CLine 2 SXXXX Costa Rica Sspec, Assy site
Group CLine 3 XXXXKXXX-YYYY FPO-SN mark
GisupiC Ums 1
(R Ure 2
Germup T LU 3
Exampl shown is a 1.60GHz Intel® Xeon processor MP.
NOTE:

1. Approximate character size for laser markings are: height 1.27mm (0.050"), width 0.81 -

1.27mm (0.032 - 0.050”).

2. All characterswill bein upper case.
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4.7 Processor Pin-Out Diagrams

This section provides two views of the processor pin grid. Figure 31 and Figure 32 detail the
coordinates of the 603 processor pins. Both processors share the same pin out.

Figure 31. Processor Pin-out Diagram -- Top View
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Figure 32. Processor Pin-out Diagram -- Bottom View
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5.0

Pin Listing and Signal Definitions

Intel® Xeon™ Processor MP

5.1

Processor Pin Assignments

Section 2.7 contains the system bus signal groupsin Table 4 for the Intel® Xeon™ processor MP. This section
provides a sorted pinlist in Table 31 and Table 32. Table 31 isalisting of all processor pins ordered alphabetically

by pin name. Table 32 isalisting of all processor pins ordered by pin number.

Note:

511

Table 31. Pin Listing by Pin Name

Note that “N/C” (no connect) indicates the associated pin is not connected to the processor silicon,
however these pins may be utilized by future processors intended for the 603-pin socket.
“Reserved” pins must never be utilized by the platform, they are to remain unconnected.

Pin Listing by Pin Name

Table31. Pin Listing by Pin Name

Pin Name Pin No. Sign%lsgffer Direction Pin Name Pin No. Sign;ilylsgffer Direction
A3t A22 Source Sync | Input/Output A28# E13 Source Sync | Input/Output
Ad# A20 Source Sync | Input/Output A29# D12 Source Sync | Input/Output
A5# B18 Source Sync | Input/Output A30# cu Source Sync | Input/Output
ABH# c18 Source Sync | Input/Output A31# B7 Source Sync | Input/Output
AT# A19 Source Sync | Input/Output A32# A6 Source Sync | Input/Output
A8 c17 Source Sync | Input/Output A33# AT Source Sync | Input/Output
A9 D17 Source Sync | Input/Output A34# C9 Source Sync | Input/Output

AL0# A13 Source Sync | Input/Output A35H# cs Source Sync | Input/Output
All# B16 Source Sync | Input/Output A20M# F27 Async GTL+ Input
AlL2# B14 Source Sync | Input/Output ADs# D19 Common Clk | Input/Output
A13#H B13 Source Sync | Input/Output ADSTBO# F17 Source Sync | Input/Output
Alap A12 Source Sync | Input/Output ADSTB1# F14 Source Sync | Input/Output
Al5# C15 Source Sync | Input/Output APO# E10 Common Clk | Input/Output
Al6# Cl4 Source Sync | Input/Output AP1# D9 Common Clk | Input/Output
AL7# D16 Source Sync | Input/Output BCLKO Y4 SysBus Clk Input
Als# D15 Source Sync | Input/Output BCLK1 W5 SysBus Clk Input
A19# F15 Source Sync | Input/Output BINIT# F11 Common Clk | Input/Output
A20# A10 Source Sync | Input/Output BNR# F20 Common Clk | Input/Output
A21# B10 Source Sync | Input/Output BPMO# F6 Common Clk | Input/Output
A2 BU Source Sync | Input/Output BPM1# F8 Common Clk | Input/Output
A23# C12 Source Sync | Input/Output BPM2# E7 Common Clk | Input/Output
A4t E14 Source Sync | Input/Output BPM3# FS Common Clk | Input/Output
A25# D13 Source Sync | Input/Output BPM4# E8 Common Clk | Input/Output
A26H# A9 Source Sync | Input/Output BPMS# E4 Common Clk | Input/Output
A2T# B8 Source Sync | Input/Output BPRI# D23 Common Clk Input
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Table 31. Pin Listing by Pin Name Table31. Pin Listing by Pin Name
Pin Name Pin No. Sign;alylzgffer Direction Pin Name Pin No. SignsTilngfoer Direction
BRO# D20 Common CIk | Input/Output D31# AB17 Source Sync | Input/Output
BR1# F12 Common Clk Input D32# AB16 Source Sync | Input/Output
BR2# E11l Reserved Reserved D33# AA16 Source Sync | Input/Output
BR3# D10 Reserved Reserved D34# AC17 Source Sync | Input/Output
COMPO AD16 Power/Other Input D35# AE13 Source Sync | Input/Output
COMP1 E16 Power/Other Input D36# AD18 Source Sync | Input/Output
DO# Y26 Source Sync | Input/Output D37# AB15 Source Sync | Input/Output
D1# AA27 Source Sync | Input/Output D38# AD13 Source Sync | Input/Output
D2# Y24 Source Sync | Input/Output D39# AD14 Source Sync | Input/Output
D3# AA25 Source Sync | Input/Output D40# AD11 Source Sync | Input/Output
D4# AD27 Source Sync | Input/Output D41# AC12 Source Sync | Input/Output
D5# Y23 Source Sync | Input/Output D42# AEI10 Source Sync | Input/Output
D6# AA24 Source Sync | Input/Output D43# ACl11 Source Sync | Input/Output
D7# AB26 Source Sync | Input/Output D44# AE9 Source Sync | Input/Output
D8t AB25 Source Sync | Input/Output D45# AD10 Source Sync | Input/Output
D9# AB23 Source Sync | Input/Output D46# AD8 Source Sync | Input/Output
Di10# AA22 Source Sync | Input/Output D47# AC9 Source Sync | Input/Output
D11# AA21 Source Sync | Input/Output D48# AA13 Source Sync | Input/Output
D12# AB20 Source Sync | Input/Output D49# AA14 Source Sync | Input/Output
D13# AB22 Source Sync | Input/Output D50# AC14 Source Sync | Input/Output
Di14# AB19 Source Sync | Input/Output D51# AB12 Source Sync | Input/Output
D15# AA19 Source Sync | Input/Output D52# AB13 Source Sync | Input/Output
Di16# AE26 Source Sync | Input/Output D53# AA1L Source Sync | Input/Output
D17# AC26 Source Sync | Input/Output D54# AA10 Source Sync | Input/Output
Di18# AD25 Source Sync | Input/Output D55# AB10 Source Sync | Input/Output
D19# AE25 Source Sync | Input/Output D56# AC8 Source Sync | Input/Output
D20# AC24 Source Sync | Input/Output D57# AD7 Source Sync | Input/Output
D21# AD24 Source Sync | Input/Output D58# AE7 Source Sync | Input/Output
D22# AE23 Source Sync | Input/Output D59 AC6 Source Sync | Input/Output
D23# AC23 Source Sync | Input/Output Deo# AC5 Source Sync | Input/Output
D24# AA18 Source Sync | Input/Output D61# AA8 Source Sync | Input/Output
D25# AC20 Source Sync | Input/Output D62# Y9 Source Sync | Input/Output
D26# AC21 Source Sync | Input/Output D63# AB6 Source Sync | Input/Output
D27# AE22 Source Sync | Input/Output DBSY# F18 Common Clk | Input/Output
D28# AE20 Source Sync | Input/Output DEFER# C23 Common Clk | Input
D29%# AD21 Source Sync | Input/Output DBIO# AC27 Source Sync | Input/Output
D30# AD19 Source Sync | Input/Output DBI1# AD22 Source Sync | Input/Output
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Table 31. Pin Listing by Pin Name

Intel® Xeon™ Processor MP

Pin Name Pin No. Sign;ilylggffer Direction Pin Name Pin No. Sign?ylzgffer Direction
DBI2# AE12 Source Sync | Input/Output Reserved Al Reserved Reserved
DBI3# AB9 Source Sync | Input/Output Reserved A4 Reserved Reserved

DPO# AC18 Common CIk | Input/Output Reserved A15 Reserved Reserved
DP1# AE19 Common Clk | Input/Output Reserved A16 Reserved Reserved
DP2# AC15 Common CIk | Input/Output Reserved A26 Reserved Reserved
DP3# AE17 Common Clk | Input/Output N/C A30! N/C N/C
DRDY# E18 Common CIk | Input/Output N/C A31? N/C N/C

DSTBNO# Y21 Source Sync | Input/Output Reserved B1 Reserved Reserved

DSTBN1# Y18 Source Sync | Input/Output N/C B4! N/C N/C

DSTBN2# Y15 SourceSync | Input/Output N/C B30? N/C N/C

DSTBN3# Y12 Source Sync | Input/Output N/C B31! N/C N/C

DSTBPO# Y20 Source Sync | Input/Output N/C C1? N/C N/C

DSTBP1# Y17 Source Sync | Input/Output Reserved C5 Reserved Reserved

DSTBP2# Y14 SourceSync | Input/Output N/C c3ot N/C N/C

DSTBP3# Yl Source Sync | Input/Output N/C C31? N/C N/C
FERR# E27 Async GTL+ Output N/C D1t N/C N/C

GTLREF w23 Power/Other Input Reserved D25 Reserved Reserved
GTLREF w9 Power/Other Input N/C D30? N/C N/C
GTLREF F23 Power/Other Input N/C D31% N/C N/C
GTLREF F9 Power/Other Input N/C E1? N/C N/C
HIT# E22 Common CIk | Input/Output N/C E30! N/C N/C
HITM# A23 Common Clk | Input/Output N/C E312 N/C N/C
|IERR# E5 Async GTL+ Output N/C F1t N/C N/C
IGNNE# C26 Async GTL+ Input N/C F302 N/C N/C
INIT# D6 Async GTL+ Input N/C F31! N/C N/C
LINTO B24 Async GTL+ Input N/C G1? N/C N/C
LINT1 G23 Async GTL+ Input N/C G30! N/C N/C
LOCK# Al7 Common Clk | Input/Output N/C G312 N/C N/C
MCERR# D7 Common Clk | Input/Output N/C H1t N/C N/C
ODTEN B5 Power/Other Input N/C H30? N/C N/C
PROCHOT# B25 Async GTL+ Output N/C H31: N/C N/C
PWRGOOD AB7 Async GTL+ Input N/C J1? N/C N/C
REQO# B19 Source Sync | Input/Output N/C J30t N/C N/C
REQ1# B21 Source Sync | Input/Output N/C J312 N/C N/C
REQ2# c21 Source Sync | Input/Output N/C K1t N/C N/C
REQ3# C20 Source Sync | Input/Output N/C K302 N/C N/C
REQ4# B22 Source Sync | Input/Output N/C K31% N/C N/C
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Table 31. Pin Listing by Pin Name Table31. Pin Listing by Pin Name

Pin Name Pin No. Sign;alylzgffer Direction Pin Name Pin No. SignsTilngfoer Direction
N/C L1? N/C N/C N/C AA31! N/C N/C
N/C L30t N/C N/C N/C AB1? N/C N/C
N/C L312 N/C N/C Reserved AB3 Reserved Reserved
N/C M1t N/C N/C N/C AB30* N/C N/C
N/C M30? N/C N/C N/C AB312 N/C N/C
N/C M31t N/C N/C Reserved AC1 Reserved Reserved
N/C N1t N/C N/C N/C AC30? N/C N/C
N/C N30? N/C N/C N/C Ac31! N/C N/C
N/C N31t N/C N/C Reserved AD1 Reserved Reserved
N/C P12 N/C N/C N/C AD30! N/C N/C
N/C P30* N/C N/C N/C AD31? N/C N/C
N/C P312 N/C N/C Reserved AE4 Reserved Reserved
N/C R1 N/C N/C Reserved AE15 Reserved Reserved
N/C R30? N/C N/C Reserved AE16 Reserved Reserved
N/C R31! N/C N/C RESET# Y8 Common Clk Input
N/C T12 N/C N/C RSO# E21 Common Clk Input
N/C T30! N/C N/C RS1# D22 Common Clk Input
N/C T312 N/C N/C RS2# F21 Common Clk Input
N/C u1t N/C N/C RSP# C6 Common Clk Input
N/C u30? N/C N/C SKTOCCH# A3 Power/Other Output
N/C us1t N/C N/C SLP# AE6 Async GTL+ Input
N/C V12 N/C N/C SM_ALERT# AD28 SMBus Output
N/C V30t N/C N/C SM_CLK AC28 SMBus Input
N/C V312 N/C N/C SM_DAT AC29 SMBus Input/Output
N/C wil N/C N/C SM_EP_A0 AA29 SMBus Input

Reserved w3 Reserved Reserved SM_EP Al AB29 SMBus Input
N/C W30? N/C N/C SM_EP A2 AB28 SMBus Input
N/C w3zt N/C N/C SM_TS A0 AA28 SMBus Input
N/C Y12 N/C N/C SM_TS Al Y29 SMBus Input

Reserved Y3 Reserved Reserved SM_vce AE28 Power/Other

Reserved Y27 Reserved Reserved SM_VCC AE29 Power/Other

Reserved Y28 Reserved Reserved SM_WP AD29 SMBus Input
N/C Y30t N/C N/C SMI# c27 Async GTL+ Input
N/C Y312 N/C N/C STPCLK# D4 Async GTL+ Input
N/C AAL N/C N/C TCK E24 TAP Input

Reserved AA3 Reserved Reserved TDI Cc24 TAP Input
N/C AA30? N/C N/C TDO E25 TAP Output
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Table 31. Pin Listing by Pin Name

Intel® Xeon™ Processor MP

Pin Name Pin No. Sign;ilylggffer Direction Pin Name Pin No. Sign?ylzgffer Direction
TESTHIO W6 Power/Other Input VCC E26 Power/Other
TESTHI1 W7 Power/Other Input VCC E28 Power/Other
TESTHI2 w8 Power/Other Input VCC F4 Power/Other
TESTHI3 Y6 Power/Other Input VCC F10 Power/Other
TESTHI4 AA7 Power/Other Input VCC F16 Power/Other
TESTHI5 AD5 Power/Other Input VCC F22 Power/Other
TESTHI6 AE5 Power/Other Input VCC F29 Power/Other
THERMTRIP# F26 Async GTL+ Output VCC G2 Power/Other
TMS A25 TAP Input VCC G4 Power/Other
TRDY# E19 Common Clk Input VCC G6 Power/Other
TRST# F24 TAP Input VCC G8 Power/Other
VCC A2 Power/Other VCC G24 Power/Other
VCC A8 Power/Other VCC G26 Power/Other
VCC Al4 Power/Other VCC G28 Power/Other
VCC A18 Power/Other VCC H3 Power/Other
VCC A24 Power/Other VCC H5 Power/Other
VCC A28 Power/Other VCC H7 Power/Other
VCC B6 Power/Other VCC H9 Power/Other
VCC B12 Power/Other VCC H23 Power/Other
VCC B20 Power/Other VCC H25 Power/Other
VCC B26 Power/Other VCC H27 Power/Other
VCC B29 Power/Other VCC H29 Power/Other
VCC c2 Power/Other VCC NYJ Power/Other
VCC c4 Power/Other VCC N Power/Other
VCC C10 Power/Other VCC J6 Power/Other
VCC C16 Power/Other VCC NS Power/Other
VCC c22 Power/Other VCC J24 Power/Other
VCC C28 Power/Other VCC J26 Power/Other
VCC D8 Power/Other VCC J28 Power/Other
VCC D14 Power/Other VCC K3 Power/Other
VCC D18 Power/Other VCC K5 Power/Other
VCC D24 Power/Other VCC K7 Power/Other
VCC D29 Power/Other VCC K9 Power/Other
VCC E2 Power/Other VCC K23 Power/Other
VCC E6 Power/Other VCC K25 Power/Other
VCC E12 Power/Other VCC K27 Power/Other
VCC E20 Power/Other VCC K29 Power/Other
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Table31. Pin Listing by Pin Name

INtal.

Signal Buffer

Signal Buffer

Pin Name Pin No. Type Direction Pin Name Pin No. Type Direction
VCC L2 Power/Other VCC R29 Power/Other
VCC L4 Power/Other VvVCC T2 Power/Other
VCC L6 Power/Other VCC T4 Power/Other
VCC L8 Power/Other vCC T6 Power/Other
VCC L24 Power/Other VCC T8 Power/Other
VCC L26 Power/Other vVCC T24 Power/Other
VCC L28 Power/Other VCC T26 Power/Other
VCC M3 Power/Other vVCC T28 Power/Other
VCC M5 Power/Other VCC u3 Power/Other
VCC M7 Power/Other vCC us Power/Other
VCC M9 Power/Other VCC u7 Power/Other
VCC M23 Power/Other vCC u9 Power/Other
VCC M25 Power/Other VCC u23 Power/Other
VCC m27 Power/Other vCC u25 Power/Other
VCC M29 Power/Other VCC u27 Power/Other
VCC N3 Power/Other vCC uU29 Power/Other
VCC N5 Power/Other VCC V2 Power/Other
VCC N7 Power/Other VvCC V4 Power/Other
VCC N9 Power/Other VCC V6 Power/Other
VCC N23 Power/Other VvVCC V8 Power/Other
VCC N25 Power/Other VCC V24 Power/Other
VCC N27 Power/Other VCC V26 Power/Other
VCC N29 Power/Other VCC V28 Power/Other
VCC P2 Power/Other VCC W25 Power/Other
VCC P4 Power/Other VCC w27 Power/Other
VCC P6 Power/Other VCC W29 Power/Other
VCC P8 Power/Other VCC Y10 Power/Other
VCC P24 Power/Other VCC Y16 Power/Other
VCC P26 Power/Other VCC Y2 Power/Other
VCC P28 Power/Other VCC Y22 Power/Other
VCC R3 Power/Other VCC AA4 Power/Other
VCC R5 Power/Other VCC AAB Power/Other
VCC R7 Power/Other VCC AA12 Power/Other
VCC R9 Power/Other VCC AA20 Power/Other
VCC R23 Power/Other VCC AA26 Power/Other
VCC R25 Power/Other VCC AB2 Power/Other
VCC R27 Power/Other VCC AB8 Power/Other
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Table 31. Pin Listing by Pin Name

Intel® Xeon™ Processor MP

Pin Name Pin No. Sign;ilylggffer Direction Pin Name Pin No. Sign?ylzgffer Direction
VCC AB14 Power/Other VSS C7 Power/Other
VCC AB18 Power/Other VSS C13 Power/Other
VCC AB24 Power/Other VSS C19 Power/Other
VCC AC3 Power/Other VSS C25 Power/Other
VCC AC4 Power/Other VSS C29 Power/Other
VCC AC10 Power/Other VSS D2 Power/Other
VCC AC16 Power/Other VSS D5 Power/Other
VCC AC22 Power/Other VSS D11 Power/Other
VCC AD2 Power/Other VSS D21 Power/Other
VCC AD6 Power/Other VSS D27 Power/Other
VCC AD12 Power/Other VSS D28 Power/Other
VCC AD20 Power/Other VSS E9 Power/Other
VCC AD26 Power/Other VSS E15 Power/Other
VCC AE3 Power/Other VSS E17 Power/Other
VCC AE8 Power/Other VSS E23 Power/Other
VvCC AE14 Power/Other VSss E29 Power/Other
VCC AE18 Power/Other VSS F2 Power/Other
VCC AE24 Power/Other VSS F7 Power/Other

VCCA AB4 Power/Other Input VSS F13 Power/Other
VCCIOPLL AD4 Power/Other Input VSS F19 Power/Other
VCCSENSE B27 Power/Other Output VSS F25 Power/Other

VIDO F3 Power/Other Output VSS F28 Power/Other
VID1 E3 Power/Other Output VSS G3 Power/Other
VID2 D3 Power/Other Output VSS G5 Power/Other
VID3 C3 Power/Other Output VSS G7 Power/Other
VID4 B3 Power/Other Output VSS G9 Power/Other
VSS A5 Power/Other VSS G25 Power/Other
VSS All Power/Other VSS G27 Power/Other
VSS A21 Power/Other VSS G29 Power/Other
VSS A27 Power/Other VSS H2 Power/Other
VSS A29 Power/Other VSS H4 Power/Other
VSS B2 Power/Other VSS H6 Power/Other
VSS B9 Power/Other VSS H8 Power/Other
VSS B15 Power/Other VSS H24 Power/Other
VSS B17 Power/Other VSS H26 Power/Other
VSS B23 Power/Other VSS H28 Power/Other
VSS B28 Power/Other VSS NS Power/Other
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Pin Name Pin No. Sign;alylzgffer Direction Pin Name Pin No. SignsTilngfoer Direction
VSS J5 Power/Other VSS P5 Power/Other
VSS J7 Power/Other VSS P7 Power/Other
VSS J9 Power/Other VSS P9 Power/Other
VSS J23 Power/Other VSS P23 Power/Other
VSS J25 Power/Other VSS P25 Power/Other
VSS J27 Power/Other VSS P27 Power/Other
VSS J29 Power/Other VSS P29 Power/Other
VSS K2 Power/Other VSS R2 Power/Other
VSS K4 Power/Other VSS R4 Power/Other
VSS K6 Power/Other VSS R6 Power/Other
VSS K8 Power/Other VSS R8 Power/Other
VSS K24 Power/Other VSS R24 Power/Other
VSS K26 Power/Other VSS R26 Power/Other
VSS K28 Power/Other VSS R28 Power/Other
VSS L3 Power/Other VSS T3 Power/Other
VSS L5 Power/Other VSS T5 Power/Other
VSS L7 Power/Other VSS T7 Power/Other
VSS L9 Power/Other VSS T9 Power/Other
VSS L23 Power/Other VSS T23 Power/Other
VSS L25 Power/Other VSS T25 Power/Other
VSS L27 Power/Other VSS T27 Power/Other
VSS L29 Power/Other VSS T29 Power/Other
VSS M2 Power/Other VSS u2 Power/Other
VSS M4 Power/Other VSS U4 Power/Other
VSS M6 Power/Other VSS ué Power/Other
VSS M8 Power/Other VSS us Power/Other
VSS M24 Power/Other VSS u24 Power/Other
VSS M26 Power/Other VSS uU26 Power/Other
VSS M28 Power/Other VSS u28 Power/Other
VSS N2 Power/Other VSS V3 Power/Other
VSS N4 Power/Other VSS V5 Power/Other
VSS N6 Power/Other VSS V7 Power/Other
VSS N8 Power/Other VSS V9 Power/Other
VSS N24 Power/Other VSS V23 Power/Other
VSS N26 Power/Other VSS V25 Power/Other
VSS N28 Power/Other VSS V27 Power/Other
VSS P3 Power/Other VSS V29 Power/Other
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Table 31. Pin Listing by Pin Name

Intel® Xeon™ Processor MP

Datasheet

Pin Name Pin No. Signal Buffer Direction Pin Name Pin No. Signal Buffer Direction
Type Type
VSS W2 Power/Other VSS AC7 Power/Other
VSS w4 Power/Other VSS AC13 Power/Other
VSS w24 Power/Other VSS AC19 Power/Other
VSS W26 Power/Other VSS AC25 Power/Other
VSS w28 Power/Other VSS AD3 Power/Other
VSS Y5 Power/Other VSS AD9 Power/Other
VSS Y7 Power/Other VSS AD15 Power/Other
VSS Y13 Power/Other VSS AD17 Power/Other
VSS Y19 Power/Other VSS AD23 Power/Other
VSS Y25 Power/Other VSS AE2 Power/Other
VSS AA2 Power/Other VSS AE11l Power/Other
VSS AA9 Power/Other VSS AE21 Power/Other
VSS AA15 Power/Other VSS AE27 Power/Other
VSS AA17 Power/Other VSSA AA5 Power/Other Input
VSS AA23 Power/Other V SSSENSE D26 Power/Other Output
VSS AB5 Power/Other
NOTES:
VSS AB11 Power/Other 1. These pins may be connected to V - to enable the platform to be
forward compatible with future processors.
VSS AB21 Power/Other 2. These pins may be connected to V g5 to enable the platform to be
VSS AB27 Power/Other forward compatible with future processors.
VSS AC2 Power/Other
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Table 32 contains a listing of the Intel Xeon processor MP pinsin order by pin number.

Pin Listing by Pin Number

Table32. Pin Listing by Pin Number

Table 32. Pin Listing by Pin Number

Signal Buffer

Pin No. Pin Name Signal Buffer Direction Pin No. Pin Name T Direction
Type ype
Al Reserved Reserved Reserved B4 N/C N/C N/C
A2 VCC Power/Other B5 OTDEN Power/Other Input
A3 SKTOCCH Power/Other Output B6 vceC Power/Other
Ad Reserved Reserved Reserved B7 A31# Source Sync Input/Output
A5 ViSS Power/Other B8 A27# Source Sync | Input/Output
AB A32# Source Sync | Input/Output B9 VSS Power/Other
A7 A33# Source Sync | Input/Output B10 A21# Source Sync | Input/Output
A8 VCC Power/Other B11 A224 Source Sync Input/Output
A9 A26# Source Sync | Input/Output B12 vcc Power/Other
A10 A20# Source Sync | Input/Output B13 Al3# Source Sync | Input/Output
ALl VSsSs Power/Other B14 AL2# Source Sync Input/Output
A12 Ala# Source Sync | Input/Output B15 VSS Power/Other
A13 AL0# Source Sync | Input/Output B16 All# Source Sync | Input/Output
Al4 vce Power/Other B17 VSs Power/Other
Al5 Reserved Reserved Reserved B18 ASH# Source Sync | Input/Output
Al6 Reserved Reserved Reserved B19 REQO# Common Clk | Input/Output
A17 LOCK# Common Clk | Input/Output B20 vecc Power/Other
Al8 VCC Power/Other B21 REQ1# Common Clk | Input/Output
A19 AT# Source Sync | Input/Output B22 REQ4# Common Clk | Input/Output
A20 Ad# Source Sync | Input/Output B23 VSs Power/Other
A21 VSS Power/Other B24 LINTO Async GTL+ Input
A22 A3# Source Sync | Input/Output B25 PROCHOT# Power/Other Output
A23 HITM# Common Clk | Input/Output B26 vCC Power/Other
A24 VCC Power/Other B27 VCCSENSE Power/Other Output
A25 T™S TAP Input B28 VSs Power/Other
A26 Reserved Reserved Reserved B29 vece Power/Other
A27 ES Power/Other B30 N/C N/C N/C
A28 vce Power/Other B31° N/C N/C N/C
A29 VSS Power/Other c1? N/C N/C N/C
A30! N/C N/C N/C c2 \eo Power/Other
A31? N/C N/C N/C (ox] VID3 Power/Other Output
B1 Reserved Reserved Reserved c4 vce Power/Other
B2 VSS Power/Other C5 Reserved Reserved Reserved
B3 VID4 Power/Other Output C6 RSP# Common Clk Input
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Table 32. Pin Listing by Pin Number

Pin No. Pin Name Sign%ilyrra)’gffer Direction Pin No. Pin Name Sign;ily?gffer Direction
c7 VSS Power/Other D13 A25# Source Sync Input/Output
Cc8 A35# Source Sync Input/Output D14 VCC Power/Other
Cc9 A34# Source Sync Input/Output D15 Al18# Source Sync Input/Output

C10 VCC Power/Other D16 Al7# Source Sync Input/Output
c1u1 A30# Source Sync Input/Output D17 A9 Source Sync Input/Output
C12 A23# Source Sync Input/Output D18 VCC Power/Other
C13 VSS Power/Other D19 ADSH Common Clk | Input/Output
Cl14 Al6# Source Sync Input/Output D20 BRO# Common Clk | Input/Output
C15 A15# Source Sync Input/Output D21 VSS Power/Other
C16 VCC Power/Other D22 RS1# Common Clk Input
C17 A8# Source Sync Input/Output D23 BPRI# Common Clk Input
C18 A6# Source Sync Input/Output D24 VCC Power/Other
C19 VSS Power/Other D25 Reserved Reserved Reserved
Cc20 REQ3# Common Clk | Input/Output D26 VSSSENSE Power/Other Output
c21 REQ2# Common Clk | Input/Output D27 VSS Power/Other
Cc22 VCC Power/Other D28 VSS Power/Other
Cc23 DEFER# Common Clk Input D29 VCC Power/Other
C24 TDI TAP Input D30? N/C N/C N/C
C25 VSS Power/Other Input D31t N/C N/C N/C
C26 IGNNE# Async GTL+ Input E1? N/C N/C N/C
Cc27 SMI# Async GTL+ Input E2 VCC Power/Other
Cc28 VCC Power/Other E3 VID1 Power/Other Output
C29 VSS Power/Other E4 BPM5# Common Clk | Input/Output
c30t N/C N/C N/C E5 |ERR# Common Clk Output
C312 N/C N/C N/C E6 VCC Power/Other
D1t N/C N/C N/C E7 BPM2# Common CIk | Input/Output
D2 VSS Power/Other E8 BPM4# Common Clk | Input/Output
D3 VID2 Power/Other Output E9 VSS Power/Other
D4 STPCLK# Async GTL+ Input E10 APO# Common Clk | Input/Output
D5 VSS Power/Other E11 BR2# Common Clk Reserved
D6 INIT# Async GTL+ Input E12 VCC Power/Other
D7 MCERR# Common Clk | Input/Output E13 A28# Source Sync Input/Output
D8 VCC Power/Other E14 A24# Source Sync Input/Output
D9 APL# Common Clk | Input/Output E15 VSS Power/Other
D10 BR3# Common Clk Reserved E16 COMP1 Power/Other Input
D11 VSS Power/Other E17 VSS Power/Other
D12 A29%# Source Sync Input/Output E18 DRDY# Common Clk | Input/Output
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Pin No. Pin Name Sign_?lygb)gffer Direction Pin No. Pin Name Sign_?lyggffer Direction
E19 TRDY# Common Clk Input F25 VSS Power/Other
E20 VvVCC Power/Other F26 THERMTRIP# | Async GTL+ Output
E21 RSO# Common Clk Input F27 A20M# Async GTL+ Input
E22 HIT# Common Clk | Input/Output F28 VSS Power/Other
E23 VSS Power/Other F29 VCC Power/Other
E24 TCK TAP Input F30? N/C N/C N/C
E25 TDO TAP Output F31t N/C N/C N/C
E26 vCC Power/Other G1? N/C N/C N/C
E27 FERR# Async GTL+ Output G2 VCC Power/Other
E28 VvVCC Power/Other G3 VSS Power/Other
E29 VSS Power/Other G4 VCC Power/Other
E30! N/C N/C N/C G5 VSS Power/Other
E31° N/C N/C N/C G6 VCC Power/Other
F1t N/C N/C N/C G7 VSS Power/Other
F2 VSS Power/Other G8 VCC Power/Other
F3 VIDO Power/Other Output G9 VSS Power/Other
F4 VCC Power/Other G23 LINT1 Async GTL+ Input
F5 BPM3# Common CIk | Input/Output G24 VCC Power/Other
F6 BPMO# Common Clk | Input/Output G25 VSS Power/Other
F7 VSS Power/Other G26 VvVCC Power/Other
F8 BPM1# Common Clk | Input/Output G27 VSS Power/Other
F9 GTLREF Power/Other Input G28 VCC Power/Other
F10 VCC Power/Other G29 VSS Power/Other
F11 BINIT# Common Clk | Input/Output G3ot N/C N/C N/C
F12 BR1# Common Clk Input G312 N/C N/C N/C
F13 ES Power/Other H1t N/C N/C N/C
F14 ADSTB1# Source Sync Input/Output H2 VSS Power/Other
F15 A19% Source Sync Input/Output H3 VCC Power/Other
F16 VCC Power/Other H4 VSS Power/Other
F17 ADSTBO# Source Sync Input/Output H5 VCC Power/Other
F18 DBSY# Common Clk | Input/Output H6 VSS Power/Other
F19 VSS Power/Other H7 VCC Power/Other
F20 BNR# Common Clk | Input/Output H8 VSS Power/Other
F21 RS2# Common Clk Input H9 VCC Power/Other
F22 vCC Power/Other H23 VCC Power/Other
F23 GTLREF Power/Other Input H24 VSS Power/Other
F24 TRST# TAP Input H25 VCC Power/Other
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Pin No. Pin Name Sign%ilyrl':)’gffer Direction Pin No. Pin Name Sign;ily?gffer Direction

H26 VSS Power/Other K27 VCC Power/Other

H27 VCC Power/Other K28 VSS Power/Other

H28 VSS Power/Other K29 VCC Power/Other

H29 VCC Power/Other K302 N/C N/C N/C
H30? N/C N/C N/C K31t N/C N/C N/C
H31! N/C N/C N/C L1? N/C N/C N/C
J1? N/C N/C N/C L2 vCC Power/Other

J2 VCC Power/Other L3 VSS Power/Other

J3 VSS Power/Other L4 VCC Power/Other

M VCC Power/Other L5 VSS Power/Other

J5 VSS Power/Other L6 VCC Power/Other

J6 VCC Power/Other L7 VSS Power/Other

J7 VSS Power/Other L8 VCC Power/Other

J8 VCC Power/Other L9 VSS Power/Other

J9 VSS Power/Other L23 VSS Power/Other

J23 VSS Power/Other L24 VCC Power/Other

J24 VCC Power/Other L25 VSS Power/Other

J25 VSS Power/Other L26 VCC Power/Other

J26 VCC Power/Other L27 VSS Power/Other

J27 VSS Power/Other L28 VCC Power/Other

J28 VCC Power/Other L29 VSS Power/Other

J29 VSS Power/Other L30t N/C N/C N/C
Nelog N/C N/C N/C L312 N/C N/C N/C
J312 N/C N/C N/C M1t N/C N/C N/C
Kt N/C N/C N/C M2 VES Power/Other

K2 VSS Power/Other M3 vVCC Power/Other

K3 VCC Power/Other M4 VSS Power/Other

K4 VSS Power/Other M5 vCC Power/Other

K5 VCC Power/Other M6 VSS Power/Other

K6 VSS Power/Other M7 VCC Power/Other

K7 VCC Power/Other M8 VSS Power/Other

K8 VSS Power/Other M9 VCC Power/Other

K9 VCC Power/Other M23 VCC Power/Other

K23 VCC Power/Other M24 VSS Power/Other

K24 VSS Power/Other M25 VCC Power/Other

K25 VCC Power/Other M26 VSS Power/Other

K26 VSS Power/Other m27 vCC Power/Other
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Table 32. Pin Listing by Pin Number

Signal Buffer

Signal Buffer

Pin No. Pin Name Type Direction Pin No. Pin Name Type Direction
M28 VSS Power/Other P29 VSS Power/Other
M29 VCC Power/Other P30t N/C N/C N/C
M30? N/C N/C N/C P312 N/C N/C N/C
M31t N/C N/C N/C R1! N/C N/C N/C
N1t N/C N/C N/C R2 VSS Power/Other
N2 VSsSs Power/Other R3 VCC Power/Other
N3 VCC Power/Other R4 VSS Power/Other
N4 VSsSs Power/Other R5 VCC Power/Other
N5 VCC Power/Other R6 VSS Power/Other
N6 VSS Power/Other R7 VvCC Power/Other
N7 VCC Power/Other R8 VSS Power/Other
N8 VSS Power/Other R9 vCC Power/Other
N9 VCC Power/Other R23 VCC Power/Other
N23 VvVCC Power/Other R24 VSS Power/Other
N24 VSS Power/Other R25 VCC Power/Other
N25 VvVCC Power/Other R26 VSS Power/Other
N26 VSS Power/Other R27 VvVCC Power/Other
N27 VCC Power/Other R28 VSS Power/Other
N28 VSS Power/Other R29 VCC Power/Other
N29 VvVCC Power/Other R30? N/C N/C N/C
N30? N/C N/C N/C R31* N/C N/C N/C
N31t N/C N/C N/C T1? N/C N/C N/C
P12 N/C N/C N/C T2 vce Power/Other
P2 VCC Power/Other T3 VSS Power/Other
P3 VSS Power/Other T4 VCC Power/Other
P4 VCC Power/Other T5 VSS Power/Other
P5 VSS Power/Other T6 VCC Power/Other
P6 VCC Power/Other T7 VSS Power/Other
P7 VSS Power/Other T8 VCC Power/Other
P8 VCC Power/Other T9 VSS Power/Other
P9 VSS Power/Other T23 VSS Power/Other
P23 VSS Power/Other T24 VCC Power/Other
P24 VCC Power/Other T25 VSS Power/Other
P25 VSS Power/Other T26 VCC Power/Other
P26 VCC Power/Other T27 VSS Power/Other
P27 VSS Power/Other T28 VCC Power/Other
P28 VCC Power/Other T29 VSS Power/Other
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Pin No. Pin Name Sign%ilyrra)’gffer Direction Pin No. Pin Name Sign;ily?gffer Direction
730! N/C N/C N/C V312 N/C N/C N/C
T312 N/C N/C N/C wat N/C N/C N/C

u1t N/C N/C N/C W2 VSS Power/Other

u2 VSS Power/Other W3 Reserved Reserved Reserved

us3 VCC Power/Other w4 VSS Power/Other

U4 VSS Power/Other W5 BCLK1 SysBus Clk Input

us VCC Power/Other W6 TESTHIO Power/Other Input

U6 VSS Power/Other w7 TESTHI1 Power/Other Input

u7 VCC Power/Other w8 TESTHI2 Power/Other Input

us VSS Power/Other w9 GTLREF Power/Other Input

U9 VCC Power/Other w23 GTLREF Power/Other Input
u23 VCC Power/Other w24 VSS Power/Other

u24 VSS Power/Other W25 VCC Power/Other

u25 VCC Power/Other W26 VSS Power/Other

u26 VSS Power/Other w27 VCC Power/Other

u27 VCC Power/Other w28 VSS Power/Other

u28 VSS Power/Other W29 VCC Power/Other

u29 VCC Power/Other W30? N/C N/C N/C
u3e? N/C N/C N/C w31t N/C N/C N/C
us1t N/C N/C N/C Y12 N/C N/C N/C
s N/C N/C N/C Y2 vCC Power/Other

V2 vCC Power/Other Y3 Reserved Reserved Reserved

V3 VSS Power/Other Y4 BCLKO SysBus Clk Input

V4 VCC Power/Other Y5 VSS Power/Other

V5 VSS Power/Other Y6 TESTHI3 Power/Other Input

V6 VCC Power/Other Y7 VSS Power/Other

V7 VSS Power/Other Y8 RESET# Common Clk Input

V8 VCC Power/Other Y9 De62# Source Sync Input/Output

V9 VSS Power/Other Y10 VCC Power/Other

V23 VSS Power/Other Y1l DSTBP3# Source Sync Input/Output
V24 VCC Power/Other Y12 DSTBN3# Source Sync Input/Output
V25 VSS Power/Other Y13 VSS Power/Other

V26 VCC Power/Other Y14 DSTBP2# Source Sync Input/Output
V27 VSS Power/Other Y15 DSTBN2# Source Sync Input/Output
V28 VCC Power/Other Y16 VCC Power/Other

V29 VSS Power/Other Y17 DSTBP1# Source Sync Input/Output
V30t N/C N/C N/C Y18 DSTBN1# Source Sync | Input/Output
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Pin No. Pin Name Sign_?lygb)gffer Direction Pin No. Pin Name Sign_?lyggffer Direction
Y19 VSS Power/Other AA25 D3# Source Sync Input/Output
Y20 DSTBPO# Source Sync Input/Output AA26 VCC Power/Other
Y21 DSTBNO# Source Sync Input/Output AA27 Di# Source Sync Input/Output
Y22 VCC Power/Other AA28 SM_TS A0 SMBus Input
Y23 D5# Source Sync Input/Output AA29 SM_EP_AO0 SMBus Input
Y24 D2# Source Sync | Input/Output AA3C? N/C N/C N/C
Y25 VSS Power/Other AA31: N/C N/C N/C
Y26 Do# Source Sync Input/Output AB1? N/C N/C N/C
Y27 Reserved Reserved Reserved AB2 VCC Power/Other
Y28 Reserved Reserved Reserved AB3 Reserved Reserved Reserved
Y29 SM_TS Al SMBus Input AB4 VCCA Power/Other Input
v 30t N/C N/C N/C AB5 VSS Power/Other
Y312 N/C N/C N/C AB6 D63t Source Sync
AA1L N/C N/C N/C AB7 PWRGOOD Async GTL+ Input
AA2 VSS Power/Other ABS8 VCC Power/Other
AA3 Reserved Reserved Reserved AB9 DBI3# Source Sync Input/Output
AA4 VCC Power/Other AB10 D55# Source Sync Input/Output
AA5 VSSA Power/Other Input AB11 VSS Power/Other
AA6 VCC Power/Other AB12 D51# Source Sync Input/Output
AAT TESTHI4 Power/Other Input AB13 D52# Source Sync Input/Output
AA8 D61# Source Sync Input/Output AB14 VCC Power/Other
AA9 VSS Power/Other AB15 D37# Source Sync Input/Output
AA10 D54# Source Sync Input/Output AB16 D32# Source Sync Input/Output
AA1l D53# Source Sync Input/Output AB17 D31# Source Sync Input/Output
AA12 VCC Power/Other AB18 VCC Power/Other
AA13 D48t Source Sync Input/Output AB19 D14# Source Sync Input/Output
AA14 D49 Source Sync Input/Output AB20 D12# Source Sync Input/Output
AA15 VSS Power/Other AB21 VSS Power/Other
AA16 D33# Source Sync Input/Output AB22 D13# Source Sync Input/Output
AAL7 VSS Power/Other AB23 Do# Source Sync Input/Output
AA18 D24# Source Sync Input/Output AB24 VCC Power/Other
AA19 D15# Source Sync Input/Output AB25 D8# Source Sync Input/Output
AA20 VCC Power/Other AB26 D7# Source Sync Input/Output
AA21 D11# Source Sync Input/Output AB27 VSS Power/Other
AA22 D10# Source Sync Input/Output AB28 SM_EP_A2 SMBus Input
AA23 VSS Power/Other AB29 SM_EP Al SMBus Input
AA24 Dé# Source Sync Input/Output AB30! N/C N/C N/C
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Signal Buffer

Signal Buffer

Pin No. Pin Name Type Direction Pin No. Pin Name Type Direction
AB312 N/C N/C N/C AD6 VCC Power/Other
ACl Reserved Reserved Reserved AD7 D57# Source Sync Input/Output
AC2 VSS Power/Other AD8 D46# Source Sync Input/Output
AC3 VCC Power/Other AD9 VSS Power/Other
AC4 VCC Power/Other AD10 D45# Source Sync Input/Output
AC5 D60# Source Sync Input/Output AD11 D40# Source Sync Input/Output
AC6 D59# Source Sync Input/Output AD12 VCC Power/Other
AC7 VSS Power/Other AD13 D38# Source Sync Input/Output
AC8 D56# Source Sync Input/Output AD14 D39# Source Sync Input/Output
AC9 DA47# Source Sync Input/Output AD15 VSS Power/Other
AC10 VCC Power/Other AD16 COMPO Power/Other Input
AC11 D43# Source Sync Input/Output AD17 VSS Power/Other
AC12 D41# Source Sync Input/Output AD18 D36# Source Sync Input/Output
AC13 VSS Power/Other AD19 D30# Source Sync Input/Output
ACl14 D50# Source Sync Input/Output AD20 VCC Power/Other
AC15 DP2# Common Clk Input/Output AD21 D2% Source Sync Input/Output
AC16 VCC Power/Other AD22 DBIl1# Source Sync Input/Output
AC17 D34# Source Sync Input/Output AD23 VSS Power/Other
AC18 DPO# Common Clk | Input/Output AD24 D21# Source Sync Input/Output
AC19 VSS Power/Other AD25 Dis# Source Sync Input/Output
AC20 D25# Source Sync Input/Output AD26 VCC Power/Other
AC21 D26# Source Sync Input/Output AD27 D4# Source Sync Input/Output
AC22 VCC Power/Other AD28 SM_ALERT# SMBus Output
AC23 D23# Source Sync Input/Output AD29 SM_WP SMBus Input
AC24 D20# Source Sync Input/Output AD30! N/C N/C N/C
AC25 VSS Power/Other AD312 N/C N/C N/C
AC26 D17# Source Sync Input/Output AE2 VSS Power/Other
AC27 DBI0# Source Sync Input/Output AE3 VCC Power/Other
AC28 SM_CLK SMBus Input AE4 Reserved Reserved Reserved
AC29 SM_DAT SMBus Output AE5 TESTHI6 Power/Other Input
AC30? N/C N/C N/C AE6 SLP# Async GTL+ Input
Acs1t N/C N/C N/C AE7 D58# Source Sync | Input/Output
AD1 Reserved Reserved Reserved AES8 VCC Power/Other
AD2 VCC Power/Other AE9 D44# Source Sync Input/Output
AD3 VSS Power/Other AE10 DA424# Source Sync Input/Output
AD4 VCCIOPLL Power/Other Input AE1l VSS Power/Other
AD5 TESTHI5 Power/Other Input AE12 DBI2# Source Sync Input/Output
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AE13 D35# Source Sync Input/Output AE24 VCC Power/Other
AE14 VCC Power/Other AE25 D19# Source Sync Input/Output
AE15 Reserved Reserved Reserved AE26 Di16# Source Sync Input/Output
AE16 Reserved Reserved Reserved AE27 VSS Power/Other
AE17 DP3# Common CIk | Input/Output AE28 SM_VCC Power/Other
AE18 VCC Power/Other AE29 SM_VCC Power/Other
AE19 DP1# Common CIk | Input/Output
AE20 D28# Source Sync Input/Output NOTES:
AE2L VSS Power/Other 1. These pins may 'be cor_lnected to V to enable the platform to be
forward compatible with future processors.
AE22 D27# Source Sync Input/Output 2. These pins may be connected to V g5 to enable the platform to be
forward compatible with future processors.
AE23 D22# Source Sync Input/Output
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5.2 Signal Definitions

Table 33. Signal Definitions (Page 1 of 8)

Name

Type

Description

A[35:3]#

110

A[35:3]# (Address) definea 235-byte physical memory address space. |n sub-phase 1 of the
address phase, these pins transmit the address of a transaction. In sub-phase 2, these pins
transmit transaction type information. These signals must connect the appropriate pins of all
agents on the Intel Xeon processor system bus. A[35:3]# are protected by parity signals
AP[1:0]#. A[35:3]# are source synchronous signals and are latched into the receiving
buffers by ADSTB[1:0]#.

On the active-to-inactive transition of RESET#, the processors sample a subset of the
A[35:3]# pins to determine their power-on configuration. See Section 7.1.

A20M#

If A20M# (Address-20 Mask) is asserted, the processor masks physical address bit 20
(A20#) before looking up alinein any internal cache and before driving aread/write

transaction on the bus. Asserting A20M# emulates the 8086 processor's address wrap-
around at the 1-Mbyte boundary. Assertion of A20M# is only supported in real mode.

A20M# is an asynchronous signal. However, to ensure recognition of this signal following
an |/O writeinstruction, it must be vaid along with the TRDY # assertion of the
corresponding /O write bus transaction

This signal is also sampled on the deassertion of RESET# to set the core-to-system bus
frequency ratio. See Section 2.4 and Chapter 10.0 for more details.

ADSH

110

ADS# (Address Strobe) is asserted to indicate the validity of the transaction address on the
A[35:3]# pins. All bus agents observe the ADS# activation to begin parity checking,
protocol checking, address decode, internal snoop, or deferred reply |D match operations
associated with the new transaction. This signal must connect the appropriate pins on all
processor system bus agents.

ADSTB[L0J#

110

Address strobes are used to latch A[35:3]# and REQ[4:0]# on their rising and falling edge.

AP[L:0]#

110

AP[1:0]# (Address Parity) are driven by the request initiator along with ADS#, A[35:3]#,
and the transaction type on the REQ[4:0]# pins. A correct parity signal ishigh if an even
number of covered signals are low and low if an odd number of covered signals are low.
Thisallows parity to be high when all the covered signalsare high. AP[1:0]# should connect
the appropriate pins of all Intel Xeon processor MP system bus agents. The following table
defines the coverage model of these signals.

Request Signals Subphase 1 Subphase 2

A[35:24]# APO# APL#
A[23:3)# APL# APO#
REQ[4:0]# AP1# APO#

BCLK[1:0]

Thedifferentia pair BCLK (Bus Clock) determines the bus frequency. All processor system
bus agents must receive these signals to drive their outputs and latch their inputs.

All external timing parameters are specified with respect to the rising edge of BCLKO
crossing the falling edge of BCLK1.

Datasheet

79



Intel® Xeon™ Processor MP

80

INtal.

Table 33. Signal Definitions (Page 2 of 8)

Name

Type

Description

BINIT#

110

BINIT# (Bus Initialization) may be observed and driven by all processor system bus agents
and if used, must connect the appropriate pins of all such agents. If the BINIT# driver is
enabled during power on configuration, BINIT# is asserted to signal any bus condition that
prevents reliable future information.

If BINIT# observation is enabled during power-on configuration (see Section 7.1) and
BINIT# is sampled asserted, symmetric agents reset their bus LOCK# activity and bus
request arbitration state machines. The bus agents do not reset their |OQ and transaction
tracking state machines upon observation of BINIT# assertion. Once the BINIT# assertion
has been observed, the bus agents will re-arbitrate for the system bus and attempt
completion of their bus queue and 10Q entries.

If BINIT# observation is disabled during power-on configuration, a central agent may

handle an assertion of BINIT# as appropriate to the error handling architecture of the
system.

BNR#

110

BNR# (Block Next Request) is used to assert abus stall by any bus agent who is unable to
accept new bus transactions. During abus stall, the current bus owner cannot issue any new
transactions.

Since multiple agents might need to request abus stall at the sametime, BNR#isawire-OR
signal which must connect the appropriate pins of all processor system bus agents. In order
to avoid wire-OR glitches associated with simultaneous edge transitions driven by multiple
drivers, BNR# is activated on specific clock edges and sampled on specific clock edges.

BPM[5:0]#

I/0

BPM[5:0)# (Breakpoint Monitor) are breakpoint and performance monitor signals. They are
outputs from the processor which indicate the status of breakpoints and programmable
counters used for monitoring processor performance. BPM[5:0]# should connect the
appropriate pins of all Intel Xeon processor system bus agents.

BPM4# provides PRDY# (Probe Ready) functionality for the TAP port. PRDY#isa
processor output used by debug tools to determine processor debug readiness.

BPM5# provides PREQ# (Probe Request) functionality for the TAP port. PREQ# is used by
debug tools to request debug operation of the processors.

BPM[5:4]# must be bussed to all bus agents. Please refer to the appropriate platform design
guidelines for more detailed information.

These signals do not have on-die ter mination and must be terminated at the end agent.

BPRI#

BPRI# (Bus Priority Request) is used to arbitrate for ownership of the processor system bus.
It must connect the appropriate pins of al processor system bus agents. Observing BPRI#
active (as asserted by the priority agent) causesall other agents to stop issuing new requests,
unless such requests are part of an ongoing locked operation. The priority agent keeps
BPRI# asserted until all of its requests are completed, then releases the bus by deasserting
BPRI#.
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Table 33. Signal Definitions (Page 3 of 8)

Name

Type

Description

BRO#
BR[L:3]#

110

BR[3:0]# (Bus Request) drive the BREQ[3:0]# signals in the system. The BREQ[3:0]#
signals are interconnected in arotating manner to individual processor pins. The tables
below give the rotating interconnect between the processor and bus signalsfor 2-way and 4-
way systems.

BR[3:0]# Signals Rotating | nterconnect, 4-way system (I ntel Xeon processor MP
processor s only)

Bus Signal Agent 0Pins | Agent 1Pins | Agent2pins | Agent 3pins

BREQO# BRO# BR3# BR2# BR1#
BREQ1# BR1# BRO# BR3# BR2#
BREQ2# BR2# BR1# BRO# BR3#
BREQ3# BR3# BR2# BR1# BRO#

During power-on configuration, the central agent must assert the BREQO# bus signal. All
symmetric agents sample their BR[3:0]# pins on the active-to-inactive transition of
RESET#. The pin which the agent samples asserted determinesit’s agent 1D.

These signalsdo not have on-die termination and must be terminated at the end agent.

COMP[1:0]

COMP[1:0] must be terminated to V sg on the system board using precision resistors. These
inputs configure the AGTL+ drivers of the processor. Refer to the appropriate platform
design guidelines and Table 12 for implementation details.

D[63:0]#

110

D[63:0)# (Data) are the data signals. These signals provide a 64-bit data path between the
processor system bus agents, and must connect the appropriate pinson all such agents. The
data driver asserts DRDY# to indicate a valid data transfer.

D[63:0]# are quad-pumped signals, and will thus be driven four timesin a common clock
period. D[63:0)# are latched off the falling edge of both DSTBP[3:0]# and DSTBN[3:0]#.
Each group of 16 data signals correspond to a pair of one DSTBP# and one DSTBN#. The
following table shows the grouping of data signals to strobes and DBI#.

Data Group | DSTBN/DSTBP DBI#

D[15:0]# 0 0
D[31:16]# 1 1
D[47:32]# 2 2
D[63:48]# 3 3

Furthermore, the DBI# pins determine the polarity of the datasignals. Each group of 16 data
signals corresponds to one DBI# signal. When the DBI# signal is active, the corresponding
data group isinverted and therefore sampled active high.
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Table 33. Signal Definitions (Page 4 of 8)

Name

Type

Description

DBI[3:0]#

1/0

DBI[3:0)# are source synchronous and indicate the polarity of the D[63:0]# signals. The
DBI[3:0)# signals are activated when the data on the data busisinverted. The bus agent will
invert the data bus signals if more than half the bits, within a 16-bit group, change logic
level in the next cycle.

DBI[3:0] Assignment To Data Bus

Bus Signal Data Bus Signals

DBIO#
DBI1#
DBI2#
DBI3#

D[15:0]#
D[31:16]#
D[47:32]#
D[63:48]#

DBSY#

110

DBSY# (Data Bus Busy) is asserted by the agent responsible for driving data on the
processor system bus to indicate that the data busisin use. The databus is released after
DBSY#isdeasserted. This signal must connect the appropriate pinson all processor system
bus agents.

DEFER#

DEFER# is asserted by an agent to indicate that a transaction cannot be guaranteed in-order
completion. Assertion of DEFER# is normally the responsibility of the addressed memory
or |/O agent. This signal must connect the appropriate pins of all processor system bus
agents.

DP[3:0#

I/0

DP[3:0]# (Data Parity) provide parity protection for the D[63:0]# signals. They are driven
by the agent responsible for driving D[63:0]#, and must connect the appropriate pins of all
processor system bus agents.

DRDY#

I/0

DRDY# (Data Ready) is asserted by the data driver on each data transfer, indicating valid
data on the data bus. In a multi-common clock data transfer, DRDY # may be deasserted to
insert idle clocks. Thissignal must connect the appropriate pins of all processor system bus
agents.

DSTBN[3:0]#

110

Data strobe used to latch in D[63:0]#.

DSTBP[3:0]#

110

Data strobe used to latch in D[63:0]#.

FERR#

FERR# (Floating-point Error) is asserted when the processor detects an unmasked floating-
point error. FERR# is similar to the ERROR# signal on the Intel 387 coprocessor, and is
included for compatibility with systems using MS-DOS* -type floating-point error
reporting.

GTLREF

GTLREF determines the signal reference level for AGTL+ input pins. GTLREF should be
set at 2/3Vcc. GTLREF is used by the AGTL+ receiversto determineif asignal is alogical
Ooralogica 1.

HIT#
HITM#

I/0
I/0

HIT# (Snoop Hit) and HITM# (Hit Modified) convey transaction snoop operation results.
Any system bus agent may assert both HIT# and HITM# together to indicate that it requires
asnoop stall, which can be continued by reasserting HI T# and HITM# together.

Since multiple agents may deliver snoop results at the same time, HIT# and HITM# are
wire-OR signals which must connect the appropriate pins of all processor system bus
agents. In order to avoid wire-OR glitches associated with simultaneous edge transitions
driven by multiple drivers, HIT# and HI TM# are activated on specific clock edges and
sampled on specific clock edges.

|ERR#

IERR# (Internal Error) is asserted by a processor as the result of an interna error. Assertion
of IERR# isusually accompanied by a SHUTDOWN transaction on the processor system
bus. This transaction may optionally be converted to an external error signa (e.g., NMI) by
system core logic. The processor will keep |IERR# asserted until the assertion of RESET#,
BINIT#, or INIT#.

Thissignal does not have on-die termination and must be terminated at the end agent.
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Table 33. Signal Definitions (Page 5 of 8)

Name

Type

Description

IGNNE#

IGNNE# (Ignore Numeric Error) is asserted to force the processor to ignore a numeric error
and continue to execute noncontrol floating-point instructions. If IGNNE# is deasserted, the
processor generates an exception on a noncontrol floating-point instruction if aprevious
floating-point instruction caused an error. IGNNE# has no effect when the NE bit in control
register 0 (CRO) is set.

IGNNE# is an asynchronous signal. However, to ensure recognition of thissignal following
an |/O writeinstruction, it must be vaid along with the TRDY # assertion of the
corresponding /O write bus transaction.

Thissignal is also sampled on the deassertion of RESET# to set the core-to-system bus
frequency ratio. See Section 2.4 and Chapter 10.0 for more details.

INIT#

INIT# (Initialization), when asserted, resets integer registersinside al processors without
affecting their internal caches or floating-point registers. Each processor then begins
execution at the power-on Reset vector configured during power-on configuration. The
processor continues to handle snoop requests during INIT# assertion. INIT#isan
asynchronous signal and must connect the appropriate pins of al processor system bus
agents.

If INIT#issampled active on the active to inactive transition of RESET#, then the processor
executes its Built-in Self-Test (BIST).

LINT[2:0]

LINT[2:0] (Local APIC Interrupt) must connect the appropriate pins of al system bus
agents. When the APIC functionality is disabled, the LINTO signal becomes INTR, a
maskable interrupt request signal, and LINT1 becomes NMI, a nonmaskable interrupt.
INTR and NMI are backward compatible with the signals of those names on the Pentium
processor. Both signals are asynchronous.

Both of these signals must be software configured via BIOS programming of the APIC
register space to be used either as NMI/INTR or LINT[1:0]. Because the APIC is enabled
by default after Reset, operation of these pinsas LINT[1:0] is the default configuration.

These signals are also sampled on the deassertion of RESET# to set the core-to-system bus
frequency ratio. See Section 2.4 and Chapter 10.0 for more details.

LOCK#

110

LOCK# indicates to the system that a transaction must occur atomically. This signal must
connect the appropriate pins of all processor system bus agents. For alocked sequence of
transactions, LOCK# is asserted from the beginning of the first transaction to the end of the
last transaction.

When the priority agent asserts BPRI# to arbitrate for ownership of the processor system
bus, it will wait until it observes LOCK# deasserted. This enables symmetric agentsto
retain ownership of the processor system bus throughout the bus locked operation and
ensure the atomicity of lock.

MCERR#

110

MCERR# (Machine Check Error) is asserted to indicate an unrecoverable error without a
bus protocol violation. It may be driven by all processor system bus agents.

MCERR# assertion conditions are configurable at a system level. Assertion options are
defined by the following options:
» Enabled or disabled.
» Asserted, if configured, for internal errors along with |ERR#.
» Asserted, if configured, by the request initiator of abus transaction after it observes an
error.
» Asserted by any bus agent when it observes an error in a bus transaction.

For more details regarding machine check architecture, refer to the |A-32 Software
Developer’s Manual, Volume 3: System Programming Guide.

Since multiple agents may drive this signal at the same time, MCERR# is awire-OR signal
which must connect the appropriate pins of al processor system bus agents. In order to
avoid wire-OR glitches associated with simultaneous edge transitions driven by multiple
drivers, MCERR# is activated on specific clock edges and sampled on specific clock edges.

ODTEN

ODTEN (On-die termination enable) should be connected to V < to enable on-die
termination for end bus agents. For middle bus agents, pull thissignal down viaaresistor to
ground to disable on-die termination. Whenever ODTEN is high, on-die termination will be
active, regardless of other states of the bus.
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Table 33. Signal Definitions (Page 6 of 8)

Name

Type

Description

PROCHOT#

PROCHOT# (processor hot) indicates that the processor Thermal Control Circuit (TCC) has
been activated. Under most conditions, PROCHOT# will go active when the processor’s
therma sensor detects that the processor has reached its maximum safe operating
temperature. See Section 7.3 for more details.

PWRGOOD

PWRGOOD (Power Good) is an input. The processor requiresthis signal to be aclean
indication that the clocks and power supplies are stable and within their specifications.
“Clean” implies that the signal will remain low (capable of sinking leakage current),
without glitches, from the time that the power supplies are turned on until they come within
specification. The signal must then transition monotonically to a high state. Figure 10
illustrates the relationship of PWRGOOD to the RESET# signal. PWRGOOD can be driven
inactive at any time, but clocks and power must again be stable before a subsequent rising
edge of PWRGOOD. It must also meet the minimum pul se width specification in Table 15,
and be followed by a1 ms RESET# pulse.

The PWRGOOD signal must be supplied to the processor; it is used to protect internal
circuits against voltage sequencing issues. It should be driven high throughout boundary
scan operation.

REQ[4:0]#

I/0

REQ[4:0]# (Request Command) must connect the appropriate pins of all processor system
bus agents. They are asserted by the current bus owner to define the currently active
transaction type. These signals are source synchronous to ADSTB[1:0]#. Refer to the
AP[1:0]# signal description for details on parity checking of these signals.

RESET#

Asserting the RESET# signal resets all processors to known states and invalidates their
internal caches without writing back any of their contents. For a power-on Reset, RESET#
must stay active for at least one millisecond after Vcc and BCLK have reached their proper
specifications. On observing active RESET#, all system bus agents will deassert their
outputs within two clocks. RESET# must not be kept asserted for more than 10ms.

A number of bus signals are sampled at the active-to-inactive transition of RESET# for
power-on configuration. These configuration options are described in the Section 7.1.

This signal does not have on-die termination and must be terminated at the end agent.

RS[2:0]#

RY[2:0)# (Response Status) are driven by the response agent (the agent responsible for
completion of the current transaction), and must connect the appropriate pins of all
processor system bus agents.

RSP#

RSP# (Response Parity) is driven by the response agent (the agent responsible for
completion of the current transaction) during assertion of RS[2:0]#, the signals for which
RSP# provides parity protection. It must connect to the appropriate pins of all processor
system bus agents.

A correct parity signal is high if an even number of covered signals are low and low if an
odd number of covered signals are low. While RS[2:0]# = 000, RSP# is also high, since this
indicates it is not being driven by any agent guaranteeing correct parity.

SKTOCCH#

SKTOCCH# (Socket occupied) will be pulled to ground by the processor to indicate that the
processor is present.

SLP#

SLP# (Sleep), when asserted in Stop-Grant state, causes processors to enter the Sleep state.
During Sleep state, the processor stops providing internal clock signalsto all units, leaving
only the Phase-Locked Loop (PLL) still operating. Processorsin this state will not
recogni ze snoops or interrupts. The processor will recognize only assertion of the RESET#
signal or deassertion of SLP#. If SLP# is deasserted, the processor exits Sleep state and
returns to Stop-Grant state, restarting itsinternal clock signals to the bus and processor core
units.

SM_ALERT#

SM_ALERT# is an asynchronousinterrupt line associated with the SMBus Thermal Sensor
device. It is an open-drain output and the processor includes a 10kQ pull-up resistor to
SM_V ¢ for this signal. For more information on the usage of the SM_ALERT# pin, see
Section 7.4.5.

SM_CLK

1/0

The SM_CLK (SMBus Clock) signd is an input clock to the system management logic
which is required for operation of the system management features of the Intel Xeon
processor. This clock isdriven by the SMBus controller and is asynchronous to other clocks
in the processor.The processor includes a 10kQ pull-up resistor to SM_V ¢ for thissignal.
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Name

Type

Description

SM_DAT

110

The SM_DAT (SMBus Data) signal isthe datasignal for the SMBus. This signal provides
the single-bit mechanism for transferring data between SMBus devices. The processor
includes a 10kQ pull-up resistor to SM_V ¢ for this signal.

SM_EP_A[2:0]

The SM_EP_A (EEPROM Select Address) pins are decoded on the SMBus in conjunction

with the upper address bitsin order to maintain unique addresses on the SMBusin a system
with multiple Intel Xeon processors. To set an SM_EP_A line high, apull-up resistor should
be used that isno larger than 1 kQ. The processor includes a10kQ pull-down resistor to Vgg
for each of these signals.

For more information on the usage of these pins, see Section 7.4.8.

SM_TS A[L:0]

The SM_TS A (Thermal Sensor Select Address) pins are decoded on the SMBusin
conjunction with the upper address bitsin order to maintain unique addresses on the SMBus
in a system with multiple Intel Xeon processors.

The device's addressing, as implemented, includes a Hi-Z state for both address pins. The
use of the Hi-Z state is achieved by leaving the input floating (unconnected).

For more information on the usage of these pins, see Section 7.4.8.

SM_vce

Provides power to the SMBus components on the Intel Xeon processor. In addition, this
supply must be present for future processors utilizing the 603-pin socket.

SM_WP

WP (Write Protect) can be used to write protect the Scratch EEPROM. The Scratch
EEPROM is write-protected when this input is pulled high to SM_V . The processor
includes a 10kQ pull-down resistor to V g for this signal.

SMI#

SMI# (System Management Interrupt) is asserted asynchronously by system logic. On
accepting a System Management | nterrupt, processors save the current state and enter
System Management Mode (SMM). An SMI Acknowledge transaction isissued, and the
processor begins program execution from the SMM handler.

If SMI# is asserted during the deassertion of RESET# the processor will tri-state its outputs.

STPCLK#

STPCLK# (Stop Clock), when asserted, causes processors to enter alow power Stop-Grant
state. The processor issues a Stop-Grant Acknowledge transaction, and stops providing
internal clock signalsto all processor core units except the system bus and APIC units. The
processor continues to snoop bus transactions and service interrupts while in Stop-Grant
state. When STPCLK# is deasserted, the processor restarts itsinternal clock to all units and
resumes execution. The assertion of STPCLK# has no effect on the bus clock; STPCLK#is
an asynchronous input.

TCK

TCK (Test Clock) provides the clock input for the processor Test Bus (also known as the
Test Access Port).

TDI

TDI (Test Data In) transfers serial test datainto the processor. TDI provides the serial input
needed for JTAG specification support.

TDO

TDO (Test Data Out) transfers serial test data out of the processor. TDO provides the seria
output needed for JTAG specification support.

TESTHI[6:0]

For each processor, al TESTHI inputs must be connected to V ¢ through a 1K -10KQ
resistor for proper processor operation. TESTHI[3:0] and TESTHI[6:5] may all betied
together at each processor and pulled up to V¢ with asingle1 KQ - 4.7KQ resigtor if
desired. However, boundary scan test will not function if these pins are tied together.
TESTHI4 must always be pulled up independently from the other TESTHI pins. The
TESTHI pins must not be connected between system bus agents.
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Activation of THERMTRIP# (Thermal Trip) indicates the processor junction temperature
has reached alevel beyond which permanent silicon damage may occur. M easurement of
the temperature is accomplished through an internal thermal sensor which is configured to
trip at approximately 135° C. To properly protect the processor, power must be removed
upon THERMTRIP# becoming active. See Figure 13 and Table 16 for the appropriate
power down sequence and timing requirement. In parallel, the processor will attempt to
reduce its temperature by shutting off internal clocks and stopping all program execution.
Once activated, THERM TRIP# remains latched and the processor will be stopped until
RESET# is asserted. A RESET# pulse will reset the processor and execution will begin at
the boot vector. If the temperature has not dropped below the trip level, the processor will
assert THERMTRIP# and return to the shutdown state. The processor releases
THERMTRIP# when RESET# is activated even if the processor is still too hot.

THERMTRIP# O

T™MS | TMS (Test Mode Select) is a JTAG specification support signal used by debug tools.
TRDY # (Target Ready) is asserted by the target to indicate that it is ready to receive awrite

TRDY# | or implicit writeback data transfer. TRDY # must connect the appropriate pins of all system
bus agents.

TRST# (Test Reset) resets the Test Access Port (TAP) logic. TRST# must be driven low
during power on Reset. This can be done with a680 Q pull-down resistor. For platformsthat
implement the debug port interface, refer to the ITP700 Debug Port Design Guidelines for
specific termination instructions for the TAP signals.

TRST# |

VCCA providesisolated power for the analog portion of theinternal PLL's. Use adiscrete
v | RLC filter to provide clean power. Use thefilter defined in Section 2.4.1 to provide clean

CCA power to the PLL. The tolerance and total ESR for the filter isimportant. Refer to the
appropriate platform design guidelines for complete implementation details.

VcciopL L Providesisolated power for digita portion of the internal PLL's. Follow the
VciopLL | guidelines for Vcp (Section 2.4.1), and refer to the appropriate platform design guidelines
for complete implementation details.

The V ccsense @nd Vsssense Pins are the points for which processor minimum and
maximum voltage requirements are specified. Uni processor designs may utilize these pins
for voltage sensing for the processor’s voltage regul ator. However, multiprocessor designs
V sssensE must not connect these pinsto sense logic, but rather utilize them for power delivery
validation.

Vcesense o

VIDJ[4:0] (Voltage ID) pins can be used to support automatic selection of power supply
voltages (V c¢). These pins are not signals, but are either an open circuit or ashort circuit to
V g5 0n the processor. The combination of opens and shorts defines the voltage required by
the processor. The VID pins are needed to cleanly support processor voltage specification
variations. See Table 3 for definitions of these pins. The power supply must supply the
voltage that is requested by these pins, or disable itself.

VID[4:0] o)

v | V gga provides an isolated, internal ground for internal PLL's. Do not connect directly to
SSA ground. Thispinisto be connected to Vcp and V¢ opy L through adiscrete filter circuit.
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Thermal Specifications

This chapter providesthe general data used for designing athermal solution for Intel® Xeon™ MP
processors. However, for the correct thermal measuring processes, refer to the Intel® Xeon™
Processor MP Family Thermal Design Guidelinesor the ntel® Xeon™ Processor Thermal Design
Guidelines. The processor utilizes aintegrated heat spreader (IHS) for heatsink attachment which
isintended to provide for multiple types of thermal solutions, thus thermal specifications are with
reference to Teaoe (the IHS). See Figure 33 for an exploded view of the processor package and
thermal solution assembly.

The processor is either shipped alone or with a heatsink (boxed processor only). All other
components shown in Figure 33 must be purchased separately.

Figure 33. Processor with Thermal and M echanical Components - Exploded View

Heat sink clip

Heat sink

EMI ground
frame

Retention
mechanism

Thisisagraphical representation. For specifications, see each component’s respective
documentation listed in Section 1.2.
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Thermal Specifications

Table 34 specifiesthe thermal design power dissipation envelope for the processors. The processor
power listed in Table 34 is described in two ways; maximum power and thermal design power.
Analysisindicates that real applications are unlikely to cause the processor to consume the
maximum possible power consumption. Intel recommends that system thermal designs utilize the
Thermal Design Power indicated in Table 34 instead of “Maximum Processor Power.” Thermal
Design Power recommendations have been chosen through characterization of server and
workstation applications on the Intel Xeon processor MP.

The Thermal Monitor feature isintended to protect the processor from over heating on any high
power code that exceeds the recommendationsin this table. For more details on the Thermal
Monitor feature, refer to Section 7.3. In al cases, the Thermal Monitor feature must be enabled for
the processor to be operating within specification. Table 34 aso lists the maximum and minimum
processor temperature specificationsfor Teage. A thermal solution should be designed to ensure the
temperature of the processor never exceeds these specifications.

Table 34. Power and Thermal Specifications

Datasheet

Maximum Thermal Design Minimum Maximum
Core Frequency Processor Power 2 Power 3 TcAase TcAse Noltes
(W) (W) 0 0
IMB L3 Cache
14 GHz 78 65 5 75
15GHz 82 68 5 76
1.6 GHz 87 72 5 78
512K B L 3 Cache
1.4 GHz 78 65 5 75
1.5GHz 82 68 5 76
1.6 GHz 87 72 5 78
NOTE:

1. Thesevalues are specified a Ve wip = (Ve max + Ve min)/2 for all processor frequencies and cache sizes.
Systems must be designed to ensure that the processor not be subjected to any static V ¢ and | combination wherein
Vg exceedsVee yp +0.200* (1-lccflce_max) [V]- Moreover, Vee should never exceed Ve wax (VID). Failureto
adhere to this specification can shorten the processor lifetime.

2. Maximum Processor Power is the maximum thermal power that can be dissipated by the processor through the
integrated heat spreader.

3. Intel recommends that thermal solutions be designed utilizing the Thermal Des Mgn Power values. Refer to the Intel®
Xeon™ Processor MP Family Thermal Design Guidelines or the Intel® Xeon™ Processor Thermal Design Guidelines
for more details.
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6.2 Thermal Analysis

6.2.1 M easurements For Thermal Specifications
6.2.1.1 Processor Case Temperature M easurement

The maximum and minimum case temperature (Tage) for the processor are specified above. These
temperature specifications are meant to ensure correct and reliable operation of the processor.
Figure 34 illustrates the thermal measurement point for Tcage. Thispoint is at the center of the
integrated heat spreader (IHS).

Figure 34. Locationsfor Case Temperature (Tcase) Thermocouple Placement

Measure from edge of processor interposer

26.70 mm
1.05in.
Measure T case
at this point.

A v

22.86 mm /
= a

MP Package

Thermal grease should cover the
entire surface of the Integrated
Heat Spreader

NOTE: Thisdrawingis not to scale, it isfor reference only. For specific processor mechanical specifications, refer to
Chapter 4.0.
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Datasheet

Power-On Configuration Options

The Intel® Xeon™ processor MP has several configuration options which are determined by
hardware.

The processors sample their hardware configuration at reset, on the active-to-inactive transition of
RESET#. The sampled information configures the processor for subsequent operation. These
configuration options cannot be changed except by another RESET#. All resets reconfigure the
processor(s); they do not distinguish between a“ software” reset and a“ power-on” reset.

Power-On Configuration Option Pins

Configuration Option Pin 1 Notes

Output tri state SMI#
Execute BIST (Built-In Self Test) INIT#
In Order Queue de-pipelining (set |OQ depth to 1) AT#
Disable MCERR# observation A9#
Disable BINIT# observation A10#
APIC cluster ID (0-3) Al12:11]#
Disable bus parking Al5#
Disable Hyper-Threading Technology A31#
Bus frequency-to-core ratio LINT[1:0], IGNNE#, A20M# 2
Symmetric agent arbitration ID BR[3:0]#

NOTES:
1. Asserting thissignal during RESET# will select the corresponding option.
2. These signals are used for bus frequency-to-core-ratio determination. See Table 2 for the supported settings. For
production units, the processor ignores requests for ratios higher than the maximum ratio it supports. For example, an
1.3 GHz processor will recognize ratios of 1/13 and lower. For more details, see Chapter 10.0.

Clock Control and Low Power Sates

The processor allows the use of AutoHALT, Stop-Grant, and Sleep states to reduce power
consumption by stopping the clock to internal sections of the processor, depending on each
particular state. See Figure 35 for avisual representation of the processor low power states.
Due to the inability of processors to recognize bus transactions during the Sleep state,

multiprocessor systems are not allowed to simultaneously have one processor in the Sleep state and
other processors in Normal or Stop-Grant states.

Normal Sate—State 1

Thisisthe normal operating state for the processor.
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1.2.2

AutoHALT Powerdown State—State 2

AutoHALT isalow power state entered when the processor executes the HALT instruction. The
processor will transition to the Normal state upon the occurrence of SMI#, BINIT#, INIT#,
LINT[L1:0] (NMI, INTR), or an interrupt delivered over the system bus. RESET# will cause the
processor to immediately initialize itself.

The return from a System Management Interrupt (SM1) handler can be to either Normal Mode or
the AutoHALT Power Down state. See the Intel Architecture Software Developer's Manual,
Volume [11: System Programmer's Guide for more information.

The system can generate a STPCLK# while the processor isin the AutoHALT Power Down state.
When the system deasserts the STPCLK# interrupt, the processor will return execution to the
HALT state.

Figure 35. Stop Clock Sate Machine

7.2.3

92

HALT Instruction and
HALT Bus Cycle Generated

2. AUuto HALT Power Down B
S‘a‘SCLK 4 INIT#, BINIT#, INTR, NMI, 1. Normal State
running SMi#, RESET# Normal execution
Snhoops and interrupts >
allowed
A A A
S0, STPCLK# STPCLK#
<4',;§( Asserted De-asserted
s
S
Sor
Snoop Snoop
Event Evgnt S
Occurs Serviced &
&
2
O
%
S
Sor
A4 A4 A4
4. HALT/Grant Snoop State Snoop Event Occurs 3. Stop Grant State
BCLK running - BCLK running
Service snoops to caches Snoop Event Serviced , Snoops and interrupts allowed
X
SLP# SLP#
Asserted De-asserted

A4
5. Sleep State
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Sop-Grant Sate—Sate 3

When the STPCLK# pin is asserted, the Stop-Grant state of the processor is entered 20 bus clocks
after the response phase of the processor-issued Stop Grant Acknowledge special bus cycle. Once
the STPCLK# pin has been asserted, it may only be deasserted once the processor isin the Stop
Grant state. For the Intel Xeon processor MP, both logical processors must be in the Stop Grant
state before the deassertion of STPCLK#.
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Sincethe AGTL+ signal pinsreceive power from the system bus, these pins should not be driven
(allowing the level to return to V o) for minimum power drawn by the termination resistorsin this
state. In addition, all other input pins on the system bus should be driven to the inactive state.

BINIT# will be recognized while the processor isin Stop-Grant state. If STPCLK# is still asserted
at the completion of the BINIT# businitialization, the processor will remain in Stop-Grant mode. If
the STPCLK# is not asserted at the completion of the BINIT# bus initialization, the processor will
return to Normal state.

RESET# will cause the processor to immediately initialize itself, but the processor will stay in
Stop-Grant state. A transition back to the Normal state will occur with the deassertion of the
STPCLK# signal. When re-entering the Stop-Grant state from the sleep state, STPCLK# should
only be deasserted one or more bus clocks after the deassertion of SLP#.

A transition to the HALT/Grant Snoop state will occur when the processor detects a snoop on the
system bus (see Section 7.2.4). A transition to the Sleep state (see Section 7.2.5) will occur with the
assertion of the SLP# signal.

While in the Stop-Grant state, SMI#, INIT#, BINIT# and LINT[1:0] will be latched by the
processor, and only serviced when the processor returns to the Normal state. Only one occurrence
of each event will be recognized upon return to the Normal state.

HALT/Grant Snoop State—State 4

The processor will respond to snoop transactions on the system bus while in Stop-Grant state or in
AutoHALT Power Down state. During a snoop transaction, the processor enters the HALT/Grant
Snoop state. The processor will stay in this state until the snoop on the system bus has been
serviced (whether by the processor or another agent on the system bus). After the snoop is serviced,
the processor will return to the Stop-Grant state or AutoHALT Power Down state, as appropriate.

Sleep State—State 5

The Sleep state isavery low power state in which each processor maintains its context, maintains
the phase-locked loop (PLL), and has stopped most of internal clocks. The Sleep state can only be
entered from Stop-Grant state. Once in the Stop-Grant state, the SLP# pin can be asserted, causing
the processor to enter the Sleep state. The SLP# pin is not recognized in the Normal or AutoHALT
states.

Snoop events that occur while in Sleep state or during atransition into or out of Sleep state will
cause unpredictable behavior.

In the Sleep state, the processor isincapable of responding to snoop transactions or latching
interrupt signals. No transitions or assertions of signals (with the exception of SLP# or RESET#)
are allowed on the system bus while the processor isin Sleep state. Any transition on an input
signal before the processor has returned to Stop-Grant state will result in unpredictable behavior.

If RESET# is driven active while the processor isin the Sleep state, and held active as specified in
the RESET# pin specification, then the processor will reset itself, ignoring the transition through
Stop-Grant state. If RESET# isdriven active while the processor isin the Sleep state, the SLP# and
STPCLK# signals should be deasserted immediately after RESET# is asserted to ensure the
processor correctly executes the reset sequence.

93



[ ]
Intel® Xeon™ Processor MP Int9I ®

7.2.6

7.3

94

Once in the Sleep state, the SLP# pin can be deasserted if another asynchronous system bus event
occurs. The SLP# pin should only be asserted when the processor isin the Stop-Grant state. For the
Intel Xeon processor MP, the SLP# pin may only be asserted when al logical processorsarein the
Stop-Grant state. SLP# assertions while the processors are not in the Stop-Grant state is out of
specification and may result inillegal operation.

Bus Response During L ow Power Sates

Whilein AutoHALT Power Down and Stop-Grant states, the processor will process a system bus
snoop.

When the processor isin the Sleep state, it will not respond to interrupts or snoop transactions.

Thermal Monitor

Thermal Monitor is anew feature found in the processor that allows system designers to design
lower cost thermal solutions, without compromising system integrity or reliability. By using a
factory-tuned, precision on-die temperature sensor, and a fast acting thermal control circuit (TCC),
the processor, without the aid of any additional software or hardware, can control the processors
die temperature within factory specifications under typical rea-world operating conditions.
Therma Monitor thus allows the processor and system thermal solutions to be designed much
closer to the power envelopes of real applications, instead of being designed to the much higher
maximum processor power envelopes.

Therma Monitor controls the processor temperature by modulating (starting and stopping) the
internal processor core clocks. The processor clocks are modulated when the thermal control
circuit (TCC) is activated. Thermal Monitor uses two modes to activate the TCC. Automatic mode
and On-Demand mode. Automatic modeisrequired for the processor to operate within
specifications and must first be enabled via BIOS. Once automatic mode is enabled, the TCC
will activate only when the internal die temperature is very near the temperature limits of the
processor. When the TCC is enabled, and a high temperature situation exists (i.e. TCC is active),
the clocks will be modulated by alternately turning the clocks off and on at an approximate 50%
duty cycle. Clockswill not be off or on more than 3.0 pus when the TCC is active. Cycletimes are
processor speed dependent and will decrease as processor core frequenciesincrease. A small
amount of hysteresis has been included to prevent rapid active/inactive transitions of the TCC
when the processor temperature is near the trip point. Once the temperature has returned to a non-
critical level, and the hysteresis timer has expired, modulation ceases and the TCC goes inactive.
Processor performance will be decrease by approximately 50% when the TCC is active (assuming
a50% duty cycle), however, with a properly designed and characterised thermal solution the TCC
most likely will only be activated briefly during the most power intensive applications while at
maximum chassis ambient temperature within the chassis.

For automatic mode, the duty cycle is factory configured and cannot be modified. Also, automatic
mode does not require any additional hardware, software drivers or interrupt handling routines.

The TCC may also be activated via On-Demand mode. If bit 4 of the ACPI Thermal Monitor
Control Register iswrittento a“1” the TCC will be activated immediately, independent of the
processor temperature. When using On-Demand mode to activate the TCC, the duty cycle of the
clock modulation is programmable via bits 3:1 of the same ACPI Thermal Monitor Control
Register. In automatic mode, the duty cycleisfixed at 50% on, 50% off, however in On-Demand
mode, the duty cycle can be programmed from 12.5% on/ 87.5% off, to 87.5% on/12.5% off in
12.5% increments. On-Demand mode may be used at the same time Automatic mode is enabled,
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however, if the TCC is enabled via On-Demand mode at the same time automatic mode is enabled
AND a high temperature condition exists, the 50% duty cycle of the automatic mode will override
the duty cycle selected by the On-Demand mode

An external signal, PROCHOT# (processor hot) is asserted at any time the TCC is active (either in
Automatic or On-Demand mode). Bus snooping and interrupt latching are also active while the
TCC is active. The temperature at which the thermal control circuit activatesis not user
configurable and is not software visible. In an MP system, Thermal Monitor must be configured for
each logical processor, and all logical processors in a system must be programmed identically.

Besides the thermal sensor and thermal control circuit, the Thermal Monitor feature also includes
one ACPI register, one performance counter register, three model specific registers (MSR), and one
1/O pin (PROCHOT#). All are available to monitor and control the state of the Therma Monitor
feature. Thermal Monitor can be configured to generate an interrupt upon the assertion or de-
assertion of PROCHOT# (i.e. upon the activation/deactivation of TCC). Refer to volume 3 of the
IA32 Intel Architecture Software Devel oper’s Manual for specific register and programming
details.

If automatic mode is disabled the processor will be operating out of specification and cannot be
guaranteed to provide reliable results. Regardless of enabling of the automatic or On-Demand
modes, in the event of a catastrophic cooling failure, the processor will automatically shut down
when the silicon has reached atemperature of approximately 135° C. At this point the system bus
signal THERMTRIP# will go active and stay active until the processor has cooled down and
RESET# has been initiated. THERMTRIP# activation isindependent of processor activity and
does not generate any bus cycles. If THERMTRIP# is asserted, processor core power (V) must
be removed within the time frame defined in Table 16 on page 32.

Thermal Diode

The processor incorporates an on-die thermal diode. A thermal sensor located on the processor may
be used to monitor the die temperature of the processor for thermal management/long term die
temperature change purposes. Thisthermal diode is separate from the Thermal Monitor’s thermal
sensor and cannot be used to predict the behavior of the Thermal Monitor. See Section 7.4.4 for
details.

System M anagement Bus (SMBus) Interface

The processor includes an SMBus interface which allows access to amemory component with two
sections (referred to as the Processor Information ROM and the Scratch EEPROM) and a thermal
sensor on the substrate. The SMBus thermal sensor may be used to read the thermal diode
mentioned in Section 7.3.1. These devices and their features are described below. See Chapter 4.0
for the physical location of these devices.

The SMBus thermal sensor and its associated thermal diode are not related to the precision on-die
temperature sensor and thermal control circuit (TCC) of the Thermal Monitor feature discussed in
Section 7.3.

The processor SMBus implementation uses the clock and data signals of the V1.1 System
Management Bus Specification. It does not implement the SMBSUS# signal. Layout and routing
guidelines are available in the appropriate platform design guidelines document and the SVIBus
and 12C Bus Design Guide application note.
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Figure 36. Logical Schematic of SMBus Circuitry
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For platforms which do not implement any of the SMBus features found on the processor, all of the
SMBus connections to the 603-pin socket may be left unconnected (SM_ALERT#, SM_CLK,
SM_DAT, SM_EP_A[2:0], SM_TS A[1:0], SM_WP). SM_VCC must be supplied when support

for future processors utilizing the 603-pin socket is desired.
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vce
SM_EP_A A0 Processor
SM EP Al Al Information
b ROM
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NOTE: Actual implementation may vary. For use in general understanding of the architecture. All SMBus pull-up and

pull-down resistors are 10K ohms and located on the processor.

Processor Information ROM (PIR)

The lower one kilobit portion of the processor SMBus memory component is an electrically
programmed read-only memory with information about the processor. Thisinformation is
permanently write-protected. Table 36 shows the data fields and formats provided in the Processor
Information ROM (PIR).
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Offset/Section # of Bits Function Notes
Header:
00h 8 Data Format Revision Two 4-bit hex digits
01-02h 16 EEPROM Size Sizein bytes (MSB first)
03h 8 Processor Data Address Byte pointer, 00h if not present
04h 8 Processor Core Data Address Byte pointer, 00h if not present
05h 8 L3 Cache Data Address Byte pointer, 00h if not present
06h 8 Package Data Address Byte pointer, 00h if not present
07h 8 Part Number Data Address Byte pointer, 00h if not present
08h 8 I\Zirr;g Reference Data Byte pointer, 00h if not present
09h 8 Feature Data Address Byte pointer, 00h if not present
OAh 8 Other Data Address Byte pointer, 00h if not present
0Bh 16 Reserved Reserved for future use
0Dh 8 Checksum 1 byte checksum
Processor Data:
OE - 13h 48 S-spec/QDF Number Six 8-bit ASCII characters
14h 6 Reserved Reserved for future use
2 Sample/Production 00b = Sample only, 01-11b = Production
15h 8 Checksum 1 byte checksum
Processor Core Data:
16- 17h 2 Processor Core Type From CPUID
4 Processor Core Family From CPUID
4 Processor Core Model From CPUID
4 Processor Core Stepping From CPUID
2 Reserved Reserved for future use
18- 1%h 16 Reserved Reserved for future use
1A - 1Bh 16 System Bus Freguency 16-bit binary number (in MHz)
1ch 2 Multiprocessor Support 00b = UP01b = DRP,10b = RSVD,11b = MP
6 Reserved Reserved for future use
1D - 1Eh 16 Maximum Core Freguency 16-bit binary number (in MHz)
1F - 20h 16 Processor VID (Voltage ID) Voltage requested by VID outputsin mV
21-22h 16 Core Voltage, Minimum Minimum processor DC Vcc spec in mV
23h 8 Tcase Maximum Maximum case temperature spec in °C
24h 8 Checksum 1 byte checksum
Cache Data:
25 - 26h 16 Reserved Reserved for future use
27-28h 16 L2 Cache Size 16-bit binary number (in Kbytes)
29 - 2Ah 16 L3 Cache Size 16-bit binary number (in Kbytes)
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Table 36. Processor Information ROM Format (Page 2 of 2)

Offset/Section # of Bits Function Notes
2B - 30h 48 Reserved Reserved for future use.
31h 8 Checksum 1 byte checksum
Package Data:
32-35h 32 Package Revision Four 8-bit ASCII characters
36h 8 Reserved Reserved for future use
37h 8 Checksum 1 byte checksum
Part Number Data:
38-3Eh 56 Processor Part Number Seven 8-hit ASCII characters
3F-4Ch 112 Processor BOM ID Fourteen 8-bit ASCII characters

4D - 54h 64 Processor Electronic Signature | 64-bit identification number

55 - 6Eh 208 Reserved Reserved for future use
6Fh 8 Checksum 1 byte checksum
Thermal Ref. Data:
70h 8 Thermal Reference Byte See Section 7.4.4 for details
71-72h 16 Reserved Reserved for future use
73h 8 Checksum 1 byte checksum
Feature Data:

74-77h 32 Processor Core Feature Flags From CPUID function 1, EDX contents

[7] = Reserved

[6] = Seria Signature

[5] = Electronic Signature Present *
[4] = Thermal Sense Device Present
[3] = Thermal Reference Byte Present
[2] = OEM EEPROM Present

[1] = Core VID Present

[0] = L3 Cache Present

78h 8 Processor Feature Flags

Additional Processor Feature

79-7Bh 24 Flags Reserved
7Ch 8 Reserved Reserved for future use
7Dh 8 Checksum 1 byte checksum
Other Data:
7E - TFh 16 Reserved Reserved for future use
74.2 Scratch EEPROM

Also available in the memory component on the processor SMBusis an EEPROM which may be
used for other data at the system or processor vendor’s discretion. The datain this EEPROM, once
programmed, can be write-protected by asserting the active-high SM_WP signal. Thissignal hasa
weak pull-down (10 KQ) to allow the EEPROM to be programmed in systems with no
implementation of this signal. The Scratch EEPROM resides in the upper half of the memory
component (addresses 80 - FFh). The lower half comprises the Processor Information ROM
(address Q0 - 7Fh), which is permanently write protected by Intel.
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PIR and Scratch EEPROM Supported SMBus Transactions

The Processor Information ROM (PIR) responds to two SMBus packet types: Read Byte and Write
Byte. However, since the PIR is write-protected, it will acknowledge a Write Byte command but
ignorethe data. The Scratch EEPROM responds to Read Byte and Write Byte commands. Table 37
diagrams the Read Byte command. Table 38 diagrams the Write Byte command. Following awrite
cycle to the scratch ROM, software must allow a minimum of 10ms before accessing either ROM
of the processor.

Inthetables, ‘'S representsthe SMBus start bit, ‘P’ represents a stop bit, ‘R’ represents aread bit,
‘W’ represents awrite bit, ‘A’ represents an acknowledge (ACK), and ‘//' represents a negative
acknowledge (NACK). The shaded bits are transmitted by the Processor Information ROM or
Scratch EEPROM, and the bits that aren’t shaded are transmitted by the SMBus host controller. In
the tables the data addresses indicate 8 bits. The SMBus host controller should transmit 8 bits with
the most significant bit indicating which section of the EEPROM is to be addressed: the Processor
Information ROM (MSB = 0) or the Scratch EEPROM (MSB = 1).

Read Byte SM Bus Packet

Slave . Command Slave
S | Address | Write @ Code A S | Address | REd | A Data | /Il | P
1 7-bits 1 1 8-hits 1 1 7-bits 1 1 | 8bits | 1| 1

Write Byte SM Bus Packet

S Slave Write A Command Code A Data A P
Address
1 7-hits 1 1 8-hits 1 8-bits 1 1

SM Bus Thermal Sensor

The processor’s SMBus thermal sensor provides a means of acquiring thermal datafrom the
processor. The thermal sensor is composed of control logic, SMBus interface logic, a precision
anal og-to-digital converter, and a precision current source. The sensor drives asmall current
through the p-n junction of athermal diode located on the processor core. The forward bias voltage
generated across the thermal diodeis sensed and the precision A/D converter derives asingle byte
of thermal reference data, or a“thermal byte reading.” The nominal precision of the least
significant bit of athermal byteis 1° Celsius.

The processor incorporates the SMBus thermal sensor and thermal reference byte onto the
processor package as was done with the previous | ntel® Pentium® 111 Xeon™ processor family.
Upper and lower thermal reference thresholds can be individually programmed for the SMBus
thermal sensor. Comparator circuits sample the register where the single byte of thermal data
(thermal byte reading) is stored. These circuits compare the single byte result against
programmabl e threshold bytes. If enabled, the alert signal on the processor SMBus (SM_ALERT#)
will be asserted when the sensor detects that either threshold is reached or crossed. Analysis of
SMBusthermal sensor datamay be useful in detecting changesin the system environment that may
require attention.

During manufacturing, the thermal reference byte programmed it into the Processor Information

ROM. Thethermal reference byte represent the approximate maximum temperate of the processor
and is determined through device characterization.
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The processor SMBusthermal sensor and thermal reference byte may be used to monitor long term
temperature trends, but cannot be used to manage the short term temperature of the processor or
predict the activation of the thermal control circuit. As mentioned earlier, the processors high
thermal ramp rates make thisinfeasible. Refer to the thermal design guidelineslisted in Section 1.2
for more details.

The SMBus thermal sensor feature in the processor cannot be used to measure Teage. The Tease
specification in Chapter 6.0 must be met regardless of the reading of the processor's thermal sensor
in order to ensure adequate cooling for the entire processor. The SMBus thermal sensor feature is
only available while V- and SM_VCC are at valid levels and the processor is not in alow-power
state.

7.4.5 Thermal Sensor Supported SM Bus Transactions

The thermal sensor respondsto five of the SMBus packet types: Write Byte, Read Byte, Send Byte,
Receive Byte, and Alert Response Address (ARA). The Send Byte packet is used for sending one-
shot commands only. The Receive Byte packet accesses the register commanded by the last Read
Byte packet and can be used to continuously read from aregister. If a Receive Byte packet was
preceded by a Write Byte or send Byte packet more recently than a Read Byte packet, then the
behavior is undefined. Table 39 through Table 43 diagram the five packet types. In these figures,
‘S represents the SMBus start hit, ‘P’ represents a stop bit, ‘ Ack’ represents an acknowledge, and
‘Il represents a negative acknowledge (NACK). The shaded bits are transmitted by the thermal
sensor, and the bitsthat aren’t shaded are transmitted by the SMBus host controller. Table 44 shows
the encoding of the command byte.

Table39. Write Byte SM Bus Packet

Slave ) Command
S Address Write Ack Code Ack Data Ack P
1 7-bits 1 1 8-bits 1 8-bits 1 1
Table40. Read Byte SMBus Packet
Slave . Command Slave
S Address Write | Ack Code Ack S Address Read | Ack Data " P
1| 7-bits 1 1 8-bits 1 | 1| 7bis | 1 1| 2 1|1
Table4l. Send Byte SMBus Packet
S Slave Address Read Ack Command Code Ack P
1 7-bits 1 1 8-hits 1 1
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Receive Byte SMBus Packet
S Slave Address Read Ack Data I P
1 7-bits 1 1 8-bits 1 1
ARA SMBus Packet
S ARA Read Ack Address " P
1 0001 100 1 1 Device Addresst 1 1
NOTE:

1. Thisisan 8-bit field. The device which sent the alert will respond to the ARA Packet with its address in the seven most significant bits. The
least significant bit is undefined and may return asa ‘1’ or ‘0. See Section 7.4.8 for details on the Thermal Sensor Device addressing.

SMBus Thermal Sensor Command Byte Bit Assignments

Register Command Reset Sate Function
RESERVED 0Ch RESERVED Reserved for future use
TRR 01h 0000 0000 Read processor core thermal diode
RS 02h N/A Read status byte (flags, busy signal)
RC 03h 00X X XXXX Read configuration byte
RCR 04h 0000 0010 Read conversion rate byte
RESERVED 05h RESERVED Reserved for future use
RESERVED 06h RESERVED Reserved for future use
RRHL 07h 0111 1111 Read processor core thermal diode Ty gy limit
RRLL 08h 1100 1001 Read processor core thermal diode T oy limit
WC 0%h N/A Write configuration byte
WCR OAh N/A Write conversion rate byte
RESERVED 0Bh RESERVED Reserved for future use
RESERVED 0Ch RESERVED Reserved for future use
WRHL 0Dh N/A Write processor core thermal diode Ty gy limit
WRLL OEh N/A Write processor core thermal diode T oy limit
OSHT OFh N/A One shot command (use send byte packet)
RESERVED 10h —FFh N/A Reserved for future use

All of the commandsin Table 44 are for reading or writing registersin the SMBus thermal sensor,
except the one-shot command (OSHT) register. The one-shot command forces the immediate start
of anew conversion cycle. If aconversion isin progress when the one-shot command is received,
then the command is ignored. If the thermal sensor isin stand-by mode when the one-shot
command is received, a conversion is performed and the sensor returns to stand-by mode. The one-
shot command is not supported when the thermal sensor isin auto-convert mode.
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Writing to aread-command register or reading from awrite-command register will produceinvalid
results.

The default command after reset isto areserved value (00h). After reset, “ Receive Byte” SMBus
packets will return invalid data until another command is sent to the thermal sensor.

SMBus Thermal Sensor Registers

Thermal Reference Registers

Once the SMBus thermal sensor reads the processor thermal diode, it performs an analog to digital
conversion and stores the results in the Thermal Reference Register (TRR). The supported rangeis
+127 to 0 decimal and is expressed as an eight-bit number representing temperature in degrees
Celsius. This eight-bit value consists of seven bits of data and a sign bit (MSB) where the signis

always positive (sign = 0) and is shown in Table 45. The values shown are also used to program the
Therma Limit Registers.

The value of these registers should be treated as saturating values. Values above 127 are
represented at 127 decimal, and values of zero and below may be represented as 0 to -127 decimal .
If the device returns avalue where the sign bit is set (1) and the datais 000_0000 through

111 1110, the temperature should be interpreted as 0° Celsius.

Thermal Reference Register Values

Temperature Register Value

(°C) (binary)
+127 01111111
+126 0111 1110
+100 0110 0100
+50 0011 0010
+25 0001 1001

+1 0 000 0001

0 0 000 0000

Thermal Limit Registers

The SMBus thermal sensor has four Thermal Limit Registers; RRHL is used to read the high limit,
RRLL isread for the low limit, WRHL is used to write the high limit, and the WRLL to write the
low limit. These registers allow the user to define high and low limits for the processor core
thermal diode reading. The encoding for these registers is the same as for the Thermal Reference
Register shown in Table 45. If the processor thermal diode reading equals or exceeds one of these
limits, then the alarm bit (RHIGH or RLOW) in the Thermal Sensor Status Register is triggered.

Satus Register

The Status Register shown in Table 46 indicates which (if any) thermal value thresholds for the

processor core thermal diode have been exceeded. It also indicates if aconversionisin progress or
if an open circuit has been detected in the processor core thermal diode connection. Once set, alarm
bits stay set until they are cleared by a Status Register read. A successful read to the Status Register
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will clear any alarm bits that may have been set, unless the alarm condition persists. If the
SM_ALERT# signal isenabled viathe Therma Sensor Configuration Register and athermal diode
threshold is exceeded, an aert will be sent to the platform viathe SM_ALERT# signal.

Thisregister isread by accessing the RS Command Register.

Table46. SMBus Thermal Sensor Status Register

Bit Name Reset Sate Function
7 (MSB) BUSY N/A If set, indicates that the device'sanalog to digital converter is busy.
6 RESERVED RESERVED Reserved for future use
5 RESERVED RESERVED Reserved for future use
If set, indicates the processor core thermal diode high temperature
4 RHIGH 0 alarm has activated.
If set, indicates the processor core thermal diode low temperature
E RLOW 0 alarm has activated.
2 OPEN 0 If_ set, indicates an open fault in the connection to the processor core
diode.
1 RESERVED RESERVED Reserved for future use.
0(LSB) RESERVED RESERVED Reserved for future use.

7.4.6.4 Configuration Register

The Configuration Register controls the operating mode (stand-by vs. auto-convert) of the SMBus
thermal sensor. Table 47 shows the format of the Configuration Register. If the RUN/STOP bit is
set (high) then the thermal sensor immediately stops converting and enters stand-by mode. The
thermal sensor will still perform analog to digital conversionsin stand-by mode when it receives a
one-shot command. If the RUN/STOP bit is clear (Ilow) then the thermal sensor enters auto-
conversion mode.

Thisregister is accessed by using the thermal sensor Command Register: The RC command
register is used for read commands and the WC command register is used for write commands. See
Table 44.

Table47. SMBusThermal Sensor Configuration Register

Bit Name Reset State Function

Mask SM_ALERT# hit. Clear the bit to alow interrupts via
SM_ALERT# and allow the thermal sensor to respond to the ARA
command when an darm is active. Set the bit to disable interrupt
mode. The bit is not used to clear the state of the SM_AL ERT# output.
An ARA command may not be recognized if the mask is enabled.

7 (MSB) MASK 0

Stand-by mode contral bit. If set, the deviceimmediately stops
converting, and enters stand-by mode. If cleared, the device converts
in either one-shot mode or automatically updates on atimed basis.

6 RUN/STOP 0

5:0 RESERVED RESERVED |Reserved for future use.
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7.4.6.5

Conversion Rate Registers

The contents of the Conversion Rate Registers determine the nominal rate at which analog to
digital conversions happen when the SMBusthermal sensor isin auto-convert mode. There aretwo
Conversion Rate Registers, RCR for reading the conversion rate value and WCR for writing the
value. Table 48 shows the mapping between Conversion Rate Register values and the conversion
rate. Asindicated in Table 44, the Conversion Rate Register is set to its default state of 02h

(0.25 Hz nominally) when the thermal sensor is powered up. Thereis a+30% error tolerance
between the conversion rate indicated in the conversion rate register and the actual conversion rate.

Table48. SMBus Thermal Sensor Conversion Rate Registers

1.4.7

7.4.8

104

Register Value Conversion Rate (Hz)
00h 0.0625
01h 0.125
02h 0.25
03h 0.5
04h 1.0
05h 20
06h 4.0
07h 8.0

08h to FFh Reserved for future use

SMBus Thermal Sensor Alert Interrupt

The SMBus thermal sensor |ocated on the processor includes the ability to interrupt the SMBus
when afault condition exists. The fault conditions consist of: 1) a processor thermal diode value
measurement that exceeds a user-defined high or low threshold programmed into the Command
Register or 2) disconnection of the processor thermal diode from the thermal sensor. The interrupt
can be enabled and disabled viathe thermal sensor Configuration Register and is delivered to the
system board viathe SM_ALERT# open drain output. Once latched, the SM_AL ERT# should only
be cleared by reading the Alert Response byte from the Alert Response Address of the thermal
sensor. The Alert Response Address is a special dlave address shown in Table 43. The
SM_ALERT# will be cleared once the SMBus master device reads the slave ARA unless the fault
condition persists. Reading the Status Register or setting the mask bit within the Configuration
Register does not clear the interrupt.

SMBus Device Addressing

Of the addresses broadcast across the SMBus, the memory component claims those of the form
“1010XXXZb". The “XXX" bits are defined by pull-up and pull-down resistors on the system
baseboard. These address pins are pulled down weakly (10 KQ) on the processor substrate to
ensure that the memory components are in aknown state in systems which do not support the
SMBus, or only support a partial implementation. The“Z” hit isthe read/write bit for the serial bus
transaction.
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Thethermal sensor internally decodes one of three upper address patterns from the bus of the form
“0011XXXZb", “1001XXXZb", or “0101XXXZb". The device's addressing, asimplemented, uses
the SM_TS A[1:0] pinsin either the HI, LO, or Hi-Z state. Therefore, the thermal sensor supports
nine unique addresses. To set either pin for the Hi-Z state, the pin must be left floating. As before,

the“Z” bit is the read/write bit for the seria transaction.

Note that addresses of the form “0000XXXXb" are Reserved and should not be generated by an
SMBus master. The thermal sensor samples and latchesthe SM_TS A[1:0] signals at power-up
and at the starting point of every conversion. System designers should ensure that these signals are
at valid input levels before the thermal sensor powers up. This should be done by pulling the pinsto
SM_VCC or Vg viaalKQ or smaller resistor, or leaving the pins floating to achieve the Hi-Z
state. If the designer desiresto drivethe SM_TS_A[1:0] pins with logic, the designer must ensure
that the pins are at input levels of 3.3V or OV before SM_V CC beginsto ramp. The system
designer must also ensure that their particular implementation does not add excessive capacitance
to the address inputs. Excess capacitance at the address inputs may cause address recognition
problems. Refer to the appropriate platform design guidelines document and the SMBus and 12C
Bus Design Guide application note.

Figure 36 on page 96 shows alogical diagram of the pin connections. Table 49 and Table 50
describe the address pin connections and how they affect the addressing of the devices.

Thermal Sensor SMBus Addressing

Address (Hex) Upper Addresst Device Select 8-bit AddressWord on Serial Bus
SM_TS Al SM_TS AO b[7:0]
0 0 0011000Xb
3Xh 0011 z? 0 0011001Xb
1 0 0011010Xb
0 z2 0101001Xb
5Xh 0101 z2 z2 0101010Xb
1 z2 0101011Xb
0 1 1001100Xb
9Xh 1001 z? 1 1001101Xb
1 1 1001110Xb
NOTES.

1. Upper address bits are decoded in conjunction with the select pins.
2. A tri-state or “Z” state on this pin is achieved by leaving this pin unconnected.

System management software must be aware of the processor dependent addresses for the thermal
SENsOr.
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Table50. Memory Device SMBus Addressing

Address

Upper

(Hex) Address! Device Select R/W
SM _EP A2 | SM_EP Al | SM_EP_AO

bits 7-4 bit 3 bit 2 bit 1 bit 0
AOWA1h 1010 0 0 0 X
A2h/A3h 1010 0 0 1 X
A4h/A5h 1010 0 1 0 X
ABh/ATh 1010 0 1 1 X
A8h/ASh 1010 1 0 0 X
AANABhA 1010 1 0 1 X
ACh/ADh 1010 1 1 0 X
AEhAFh 1010 1 1 1 X

NOTES:

1. . This addressing scheme will support up to 8 processors on asingle SMBus.
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Boxed Processor Specifications

8.1

Note:

Figure 37.

Datasheet

I ntroduction

The Intel® Xeon™ processor MP is also offered as an Intel boxed processors. Intel boxed
processors are intended for system integrators who build systems from components available
through distribution channels. The MP version of the boxed Intel Xeon processor is supplied with
an unattached passive heatsink. Intel boxed processors do not include voltage regulation modules
(VRMSs). Integrators should contact their board supplier to receive alist of supported module
vendors and models.

This chapter documents system board and platform regquirements for the cooling solution that is
supplied with the boxed processor. This chapter is particularly important for OEM's that
manufacture system boards and chassis for integrators. Figure 37 shows a mechanical
representation of a boxed processor heatsink.

Drawingsin this section reflect only the specifications on the Intel boxed processor product. These
dimensions should not be used as a generic keep-out zone for al cooling solutions. It isthe system
designer's responsibility to consider their proprietary cooling solution when designing to the
required keep-out zone on their system platform and chassis.

M echanical Representation of the Boxed M P Processor Passive Heatsink

\
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M echanical Specifications

This section documents the mechanical specifications of the boxed processor passive heatsink.

Proper clearance is required around the heatsink to ensure proper installation of the processor and
unimpeded airflow for proper cooling.

Boxed Processor Heatsink Dimensions

The boxed processor is shipped with an unattached passive heatsink. Clearance is required around
the heatsink to ensure unimpeded airflow for proper cooling. The physical space requirements and
dimensions for the boxed processor with assembled heatsink are shown in Figure 38 (Multiple
Views). The airflow requirements for the boxed processor heatsink must also be taken into
consideration when designing new system boards and chassis. The airflow requirements are
detailed in the Thermal Specifications, Section 8.3.1.

Boxed Processor Heatsink Weight
The boxed processor heatsink wei %hs no more than 410 grams. See Chapter 4.0 and Chapter 6.0 of

this document along with the Intel® Xeon™ Processor MP Family Thermal Design Guidelines for
details on the processor weight and heatsink requirements.

Boxed Processor Retention M echanism and Heatsink Supports

The Intel Xeon processor MP will ship with a heatsink, retention mechanism, clips, screws and
thermal interface material. Integration instructions will aso be included with the boxed processor.
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Figure 38. Multiple View Space Requirements for the Boxed Processors
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8.4
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Boxed Processor Requirements

Intel® Xeon™ Processor M P

This boxed processor and thermal solution meets corporate enabled keepout zones. Any board
designed to meet the corporate guidelines should be compatible with the boxed processor. No other
specia platform or system design considerations are required for integrating the boxed Intel Xeon
processor MP.

Thermal Specifications

This section describes the cooling requirements of the heatsink solution utilized by the boxed
processor.

Boxed Processor Cooling Requirements

The boxed processor will be directly cooled with a passive heatsink. For the passive heatsink to
effectively cool the boxed processor, it is critical that sufficient, unimpeded, cool air flow over the
heatsink of every processor in the system. Meeting the processor's temperature specification is a
function of the thermal design of the entire system, and ultimately the responsibility of the system
integrator. The processor temperature specification is found in Chapter 6.0. It isimportant that
system integrators perform thermal tests to verify that the boxed processor is kept below its
maximum temperature specification in a specific baseboard and chassis.

At an absolute minimum, the boxed processor heatsink will require 500 Linear Feet per Minute
(LFM) of cool air flowing over the heatsink. The airflow must be directed from the outside of the
chassis directly over the processor heatsinks in a direction passing from one retention mechanism
to the other. See Figure 39 for the proper airflow direction. Directing air over the passive heatsink
of the boxed Intel Xeon processor can be done with auxiliary chassis fans, fan ducts, or other
techniques.

It is also recommended that the ambient air temperature of the chassis be kept at or below 45° C.
The air passing directly over the processor heatsink should not be preheated by other system
components (such as another processor), and should be kept at or below 45° C. Again, meeting the
processor's temperature specification is the responsibility of the system integrator. The processor
temperature specification is found in Chapter 6.0.
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Figure 39. Boxed Processor Heatsink Airflow Direction
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Note:

Datasheet

Design support information for the in-target probe and Debug Port is contained in the ITP700
Debug Port Design Guide. This document includes all information necessary to include a Debug
Port in a platform, including electrical specifications, mechanical requirements, and other design
considerations. Refer to the references listed in Section 1.2.

Debug Port System Requirements

The Intel® Xeon™ processor MP debug port is the command and control interface for the In-
Target Probe (ITP) debugger. The I TP enables run-time control of the processors for system debug.
The debug port, which is connected to the system bus, is a combination of the system, JTAG and
execution signals. There are several mechanical, electrical and functional constraints on the debug
port which must be followed. The mechanical constraint requires the debug port connector to be
installed in the system with adequate physical clearance. Electrical constraints exist due to the
mixed high and low speed signals of the debug port for the processor. While the JTAG signals
operate at amaximum of 16 MHz, the execution signals operate at the common clock system bus
frequency (100 MHz). The functional constraint requires the debug port to use the JTAG system
via a handshake and multiplexing scheme.

In general, the information in this chapter may be used as abasisfor including all run-control tools
in Intel Xeon processor-based system designs, including tools from vendors other than Intel.

The debug port and JTAG signal chain must be designed into the processor board to utilize the ITP
for debug purposes.
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Target System Implementation
System Implementation

Specific connectivity and layout guidelines for the Debug Port are provided in the ITP700 Debug
Port Design Guide. Refer to Section 1.2.

Logic Analyzer Interface (LAI)

Two vendors provide logic analyzer interfaces (LAIS) for use in debugging Intel Xeon processor-
based systems. Tektronix* and Agilent* should be contacted to get specific information about their
logic analyzer interfaces. The following information is general in nature. Specific information must
be obtained from the logic analyzer vendor.

Due to the complexity of Intel Xeon processor-based multiprocessor systems, the LA iscritical in
providing the ability to probe and capture system bus signals using alogic analyzer. There are two
sets of considerations to keep in mind when designing a Intel Xeon processor-based system that
can make use of an LAI: mechanical and electrical.

M echanical Consider ations

The LAl isinstalled between the processor socket and the processor. The LAI pins plug into the
socket, while the processor pins plug into a socket on the LAI. Cabling that is part of the LAI
egresses the system to allow an electrical connection between the processor and alogic analyzer.
The maximum volume occupied by the LAI, known as the keepout volume, as well asthe cable
egress restrictions, should be obtained from the logic analyzer vendor. System designers must
make sure that the keepout volume remains unobstructed inside the system. Note that it is possible
that the keepout volume reserved for the LAl may include space normally occupied by the
heatsink. If thisis the case, the logic analyzer vendor will provide a cooling solution as part of the
LAL.

Electrical Considerations

The LAI will also affect the electrical performance of the system bus, thereforeit iscritical to
obtain electrical load models from each of the logic analyser vendorsto be able to run system level
simulations to prove that their tool will work in the system. Contact the logic analyzer vendor for
electrical specifications and load models for the LAI solution they provide.
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Appendix A

10.1

Datasheet

Processor Core Frequency Deter mination

To allow system debug and multiprocessor configuration flexibility, the core frequency of the
Intel® Xeon™ processor MP is configured during the active-to-inactive edge of RESET# by using
the A20M#, IGNNE#, LINT[1]/NMI, and LINT[O]/INTR pins. The value on these pins during the
release of RESET# (see Section 2.12 for setup and hold time requirements) determines the
multiplier that the PLL will usefor the internal core clock (see Table 2). See Section 5.2 for details
regarding the operation of these pins after Reset.

See Figure 40 for the timing relationship between the system bus multiplier signals, RESET#,
CRESET#, and normal processor operation. CRESET# (Configuration Reset) is a delayed copy of
system bus Reset signal. Thissignal is used to control the multiplexer for the processor frequency
configuration pins listed above. CRESET# is delayed from the system bus reset by two host clocks.
Using CRESET# and the timing shown in Figure 40, the circuit in Figure 41 can be used to share
these configuration signals. The component used as the multiplexer must not have outputs that
drive higher than V - in order to meet processor asynchronous GTL + buffer specificationslisted in
Table 10. The multiplexer output current should be limited to 200 mA maximum, in case the V ¢
supply to the processor ever fails.

Asshown in Figure 41, the pull-up resistors between the multiplexer and the processor force a
“safe” ratio into the processor in the event that the processor powers up before the multiplexer and/
or corelogic. This prevents the processor from ever seeing aratio higher than the final ratio.

The compatibility inputs to the multiplexer must meet the input specifications of the multiplexer.
This may require alevel trand ation before the multiplexer inputs unless the inputs and the signals
driving them are already compatible.

The system bus frequency multipliers supported are shown in Table 2; other combinations will not
be validated nor are they authorized for implementation.

Clock multiplying within the processor is provided by the internal Phase Lock Loop (PLL), which
requires a constant frequency BCLK inputs. For Spread Spectrum Clocking, please refer to the
CKOO Clock Synthesizer/Driver Design Guidelines. The system bus frequency ratio cannot be
changed dynamically during normal operation, nor can it be changed during any low power modes.
The system bus frequency ratio can be changed when RESET# is active, assuming that all Reset
specifications are met.
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Figure 40. Timing Diagram of the Clock Ratio Signals
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Figure 41. Example Schematic for Clock Ratio Pin Sharing
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Note: Check your chipset documentation to determineiif it includes this multiplexing logic for clock ratio
pin sharing.
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